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> Particle physics is approaching a post-LHC era with 
a desire for precision study of the Standard Model 

> Could plasma get us there quicker and cheaper? 
> Excellent progress in plasma R&D suggests hope for 

a plasma-based e+e– collider 
> Several proposals over the past decades: 

> Rosenzweig et al. (1996) 
> Pei et al. (2009) 
> Schroeder et al. (2010) 
> Adli et al. (2013) ➞ Snowmass submission 

> Very useful exercises to focus R&D 
> Still one key stumbling block identified…

Source: Adli et al., Proc. Snowmass (2013)

Source: Pei et al., Proc. PAC (2009)

Developing a credible plasma-based e+e– collider design



Positron acceleration in plasma
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Not currently suitable for colliders

> Plasmas are charge asymmetric 
> No “blowout regime” for e+

> Main challenge: Electron motion 
(equivalent to ion motion for e+, 
but plasma electrons are lighter)

> Positron acceleration has been 
demonstrated experimentally

which for typical plasma densities ne ≈ 1014–1018 cm−3
range from 1 to 100 GV=m [18,19]. This field is up to a
1000 times higher than in conventional accelerators.
Early ideas of accelerating particles in plasma were

proposed in 1956 [20,21]. However, the research field, in
its modern form, started independently in 1979 with a
seminal paper by Tajima and Dawson [22] demonstrating
that electrons could be accelerated in the plasma-density
wave excited (or driven) by an intense laser pulse. Five
years later, Chen and Dawson [23] and Ruth et al. [24]
proposed to drive these waves using relativistic charged
particle beams. The electromagnetic fields in the plasma-
density wave (or wake) behind the laser or beam driver are
known as plasma wakefields.
Initial concepts considered small perturbations of the

plasma density, now known as the linear regime [25].
Later, Rosenzweig et al. [26] realized that operating with
stronger perturbations, in the so-called nonlinear or blowout
regime, providedmore favorable conditions for accelerating
electrons with high efficiency and high beam quality. In this
regime, plasma electrons are expelled radially outward by an
intense driver, creating a bubble-shaped sheath of plasma
electrons surrounding a cavity containing only plasma ions
[see Fig. 1(a)]. These ions, which are uniformly distributed
and effectively immobile on the timescale of electron
motion, attract the plasma electrons back toward the axis.

The inward motion of the sheath electrons creates a
longitudinal electric field that can accelerate electrons.
Additionally, the exposed ion charge produces a transverse
electric field that varies linearly with the transverse offset,
thereby focusing electron bunches while preserving their
area in transverse phase space (known as emittance [27]).
Acceleration extracts energy from the wakefield, which
will therefore reduce in amplitude—a process known as
beam loading [28]. This process can be used to shape the
accelerating field [see Fig. 1(b)] such that all particles are
accelerated uniformly [29], allowing energy-efficient accel-
eration with low energy spread.
Experimental research into acceleration in plasma wake-

fields has progressed significantly over the past four
decades. The first acceleration of electrons in a plasma
was demonstrated at the Argonne National Laboratory
in 1988 [32]. Later experiments demonstrated electron
injection and acceleration in nonlinear plasma wake-
fields [33,34]. Major milestones in beam-driven plasma-
wakefield acceleration (PWFA) include energy doubling
of 42 GeV electrons [35]; energy-efficient acceleration
of an externally injected bunch [30]; and high-gradient,
high-efficiency acceleration of electrons while preserving a
low energy spread [36]. Similarly, in laser-driven plasma-
wakefield acceleration (LWFA), milestones include the
generation of high-quality beams [37–39]; 8 GeV energy

(a) (c)

(b) (d)

FIG. 1. Particle-in-cell simulations of the plasma-density wave and on-axis longitudinal field Ez excited by an electron or positron
driver. (a) An electron driver excites a nonlinear plasma wake, or blowout, with strongly accelerating and focusing fields. (b) A trailing
electron bunch is accelerated, extracting some of the energy in the wakefield; a process known as beam loading. (c) A positron drive
bunch can also excite a nonlinear wake. Here, only the front half of a Gaussian is used, such that no positrons experience acceleration.
(d) Using a full Gaussian bunch, the front half drives the wakefield and the rear half loads the wakefield and is accelerated. Adapted from
Refs. [30] and [31].

CAO, LINDSTRØM, ADLI, CORDE, and GESSNER PHYS. REV. ACCEL. BEAMS 27, 034801 (2024)

034801-2

Source: Litos et al., Nature 515 (2014), Corde et al., Nature 524 (2015).
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Not currently suitable for colliders

> Plasmas are charge asymmetric 
> No “blowout regime” for e+

> Main challenge: Electron motion 
(equivalent to ion motion for e+, 
but plasma electrons are lighter)

> Positron acceleration has been 
demonstrated experimentally

> However, luminosity per power still 
orders of magnitude below RF and 
e– plasma acceleration

technology (L̃P ≈ 500), at least in simulations without ion
motion.
Why do we in general observe such a large difference

between the plasma acceleration of positrons and electrons?
Is it possible to surpass the currently highest achieved
luminosity-per-power, and if so, how? This topic is dis-
cussed in detail in Sec. VI below.

VI. THE POSITRON PROBLEM:
PLASMA-ELECTRON MOTION

AND TRANSVERSE BEAM LOADING

The discrepancy in performance between electron and
positron acceleration can in large part be explained by the
ratio in mass between plasma ions and electrons for many
of the schemes considered in this review. Lighter plasma
particles have lower inertia, leading to comparatively more
motion within the accelerated positron bunch. The motion
of plasma electrons within the positron bunch leads to
variation in the plasma-electron density, which in turn
disrupts the quality of the accelerated bunch. This effect is a
potential limitation on the density of the loaded positron
bunch and therefore a limitation on the achievable lumi-
nosity of electron-positron colliders. At the end of this
section, we consider schemes and conditions that exceed
this limitation but nevertheless appear to preserve the
quality of the accelerated positron bunch.

A. The ideal case

The ideal plasma-based positron accelerator is similar to
the standard nonlinear blowout for electron acceleration:
the focusing fields must vary linearly in the transverse
directions to preserve the emittance, and the accelerating
fields must be uniform in both the transverse and longi-
tudinal directions to preserve the uncorrelated and correlated
energy spread, respectively. For emittance preservation, we
specifically require [193,194]

∇⊥ðEr − vzBϕÞ ¼
1

ϵ0
ðρ − Jz=cÞ ¼ const; ð12Þ

where ρ is the charge density (providing passive plasma
lensing [195]) and Jz is the axial current density (providing
active plasma lensing [196]). This means that either both
ρ and Jz need to be transversely uniform, or, more generally,
that any variation in ρ must be matched by a corresponding
variation in Jz. Longitudinally uniform focusing fields
[∂zðEr − vzBϕÞ ¼ 0] are not strictly necessary, as the
beam emittance can still be preserved with slice-by-slice
matching [197], assuming the fields are linear within each
slice. However, the Panofsky-Wenzel theorem [198]

∂zðEr − vzBϕÞ ¼ ∇⊥Ez; ð13Þ

FIG. 21. Comparison of the dimensionless luminosity-per-power versus the normalized accelerating field for all proposed positron-
acceleration schemes, as well as the nonlinear blowout electron-acceleration scheme and relevant experimental results (see Table II). The
energy spread per gain (red-yellow-green color map; the inner and outer circles represent the projected and uncorrelated energy spreads,
respectively) and final energy (parenthesis) of each simulation/experiment are indicated. Conventional technology is represented by
CLIC parameters (blue line). Estimated limits on the luminosity-per-power based on the motion of plasma electrons and ions, which
depend on beam energy and ion mass, are indicated (gray dotted lines).

POSITRON ACCELERATION IN PLASMA WAKEFIELDS PHYS. REV. ACCEL. BEAMS 27, 034801 (2024)

034801-21

Recent review: Cao, Lindstrøm, Adli, Corde & Gessner, PRAB 27, 034801 (2024)

https://doi.org/10.1103/PhysRevAccelBeams.27.034801
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The pragmatic approach: 

use plasma to accelerate electrons  
but RF to accelerate positrons



An asymmetric collider: can it work?
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The more asymmetric, the better?

e+

e−Symmetric energiese.g. ILC
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The more asymmetric, the better?

e+

e−Symmetric energiese.g. ILC

e+

e−Asymmetric energies
0.25x 4x

More compact (PWFA for high-energy e–) 
Less energy efficient (boosts products)

P
P0

=
Ne−Ee− + Ne+Ee+

N s



An asymmetric collider: can it work?

22nd September 2025  |  R. D’Arcy  |  European Advanced Accelerators Conference 2025 Page 5

The more asymmetric, the better?

e+

e−Symmetric energies

e+

e−Asymmetric charges

2x 0.5x

Improved energy efficiency 
(less charge at high energy)

e.g. ILC

e+

e−Asymmetric energies
0.25x 4x

More compact (PWFA for high-energy e–) 
Less energy efficient (boosts products)

P
P0

=
Ne−Ee− + Ne+Ee+

N s



An asymmetric collider: can it work?

22nd September 2025  |  R. D’Arcy  |  European Advanced Accelerators Conference 2025 Page 5

The more asymmetric, the better?

e+

e−Symmetric energies

e+

e−Asymmetric charges

2x 0.5x

Improved energy efficiency 
(less charge at high energy)

e.g. ILC

e+

e−
Asymmetric emittances

16xImproved tolerances for PWFA 
(Same geometric emittance at higher  
energy = higher normalised emittance)

e.g. HALHF

e+

e−Asymmetric energies
0.25x 4x

More compact (PWFA for high-energy e–) 
Less energy efficient (boosts products)

P
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=
Ne−Ee− + Ne+Ee+
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HALHF: a hybrid, asymmetric collider concept (2023)
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Plasma acceleration for electrons + RF acceleration for positrons

> Schematic conceived ‘by hand’ by three physicists ➞ far from perfect 
> Provided a platform for discussion and optimisation with the community

RF linac
(5–31 GeV e+/drivers)

Turn-around loops
(31 GeV e+/drivers)

Beam-delivery system
 (500 GeV e–)

Plasma-accelerator linac
(16 stages, ~32 GeV per stage)

Scale: 500 m

Beam-delivery system
with turn-around loop

(31 GeV e+)

Driver source,
RF linac (5 GeV) Electron

source

Facility length: ~3.3 km

Positron transfer line
(31 GeV e+)

Interaction point
(250 GeV c.o.m.) e+ e+

Positron
source

Damping rings
(3 GeV) 

e–
e+

RF linac
(5 GeV e–) 

Source: Foster, D’Arcy & Lindstrøm, New. J. Phys. 25, 093037 (2023)

https://doi.org/10.1088/1367-2630/acf395


Identifying issues…
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… in the April snow (Oslo)…

> A long laundry list of major and minor issues 
> Dominated by: 

> Combined RF linac for positrons and 
electron drivers (difficult) 

> Effects of synchrotron radiation in the 
turnarounds (underestimated)



> Some solutions were already found 
> Cross-plane emittance mixing 

> Diederichs et al., PRL 133 (2024)

Identifying issues… and solutions
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… in the April snow (Oslo)… in the October sun (Sicily)

> A long laundry list of major and minor issues 
> Dominated by: 

> Combined RF linac for positrons and 
electron drivers (difficult) 

> Effects of synchrotron radiation in the 
turnarounds (underestimated)
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… in the April snow (Oslo)… in the October sun (Sicily)

> A long laundry list of major and minor issues 
> Dominated by: 

> Combined RF linac for positrons and 
electron drivers (difficult) 

> Effects of synchrotron radiation in the 
turnarounds (underestimated)

See Maxence Thévenet’s talk: 

Mon 17:40 (PS1)



> Some solutions were already found 
> Cross-plane emittance mixing 

> Diederichs et al., PRL 133 (2024)

> Others discussed for integration in to a re-
baselining of the original concept

Identifying issues… and solutions
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Calculating and optimising collider cost
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Defining a reasonable optimisation metric

> Developed a cost model, accounting for the cost of all collider subsystems—scaled per 
length (and/or power) based on ILC/CLIC costs

E. Adli et al. “HALHF: a hybrid, asymmetric, linear 
Higgs factory using plasma- and RF-based 
acceleration. Backup Document”, arXiv:2503.23489

https://arxiv.org/abs/2503.23489


Calculating and optimising collider cost

22nd September 2025  |  R. D’Arcy  |  European Advanced Accelerators Conference 2025 Page 9

Defining a reasonable optimisation metric

> Developed a cost model, accounting for the cost of all collider subsystems—scaled per 
length (and/or power) based on ILC/CLIC costs

> Defining a reasonable optimisation metric is non-trivial: 
 
 
 
 
 

3 Cost estimate basis
This section discusses the detailed costing of the construction (for direct comparison to other collider
proposals), as well as additional costs used in the Bayesian optimisation process. For convenience of
comparison, all costs not originally expressed in ILC cost units (ILCU; i.e., 2012 dollars) have been
scaled to ILCUs and subsequently converted to other currency units as required using the appropriate
official deflators.

3.1 Construction costs
The costing was performed using the newly developed system code ABEL (which will be made publicly
available soon). It performs start-to-end simulations of the collider, where each element used is costed
based on its most salient characteristic, viz. length, volume, power or individually per component: the
per-element costs are summarised in Table 2. The resulting overall costs are listed in Table 4 in the
Comprehensive Summary [1].

3.2 Full programme cost
Additional considerations are required when attempting to locate the overall optimum collider paramet-
ers; if only the construction cost was used, a machine operating with low luminosity for, say, 1,000 years
would appear optimal. Therefore, when performing the Bayesian optimisation, a more complete cost
must be used. The merit function to be minimised has been defined as a "Full Programme Cost" (not
unlike the US “Total Project Cost") to deliver a physics programme corresponding to collecting 2 ab�1

of data at 250 GeV or 4 ab�1 at 550 GeV. This function is given by

Full Programme Cost = Construction Cost (components and civil engineering)

+ Overheads (design, development, management, inspection, etc.)

+ Integrated Energy Cost (until integrated luminosity reached)

+Maintenance Cost (over programme duration)

+ Carbon Shadow Cost (construction and operations emissions)

The construction costs include all the machine components, the civil engineering (tunnels, surface build-
ings and the interaction region), as well as additional infrastructure and services. The latter consists
of eight parts, seven of which are costed as a fraction of the total civil engineering cost (based on the
CLIC recosting 2025 submitted to this process [6]): electrical distribution (20.3%), survey and align-
ment (15.7%), transport and installation (4.8%), safety systems (11.7%), machine control infrastructure
(1.2%), and access safety and control systems (1.8%). Additionally, the eighth part is cooling and vent-
ilation, which scales with the integrated collider power (costed at 2.85 MILCU/MW). The additional
overheads are estimated at around ⇠22% of the total construction costs (10% for design/development,
12% for management/inspection). For HALHF, this is around 696 / 900 / 1161 MILCU for the 250 / 380
/ 550 GeV options.

Next, the integrated energy costs are given by

Integrated Energy Cost = Collider Power⇥ Integrated Luminosity

Instantaneous Luminosity
⇥ Energy Cost Rate,

i.e., the collider power over the integrated uptime (running time needed to collect the required amount
of data times the energy cost rate (costed at 50 MILCU/TWh; approximately that used by CERN). A
preliminary estimate for HALHF, which would run for about 9–10 years, is 320 / 440 / 600 MILCU for
the 250 / 380 / 550 GeV options.

5

E. Adli et al. “HALHF: a hybrid, asymmetric, linear 
Higgs factory using plasma- and RF-based 
acceleration. Backup Document”, arXiv:2503.23489

https://arxiv.org/abs/2503.23489
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Defining a reasonable optimisation metric

> Developed a cost model, accounting for the cost of all collider subsystems—scaled per 
length (and/or power) based on ILC/CLIC costs

> Defining a reasonable optimisation metric is non-trivial: 
 
 
 
 
 

> Used Bayesian optimisation to find minimum cost—fewer than 100 iterations typically 
sufficient to find the global minimum

3 Cost estimate basis
This section discusses the detailed costing of the construction (for direct comparison to other collider
proposals), as well as additional costs used in the Bayesian optimisation process. For convenience of
comparison, all costs not originally expressed in ILC cost units (ILCU; i.e., 2012 dollars) have been
scaled to ILCUs and subsequently converted to other currency units as required using the appropriate
official deflators.

3.1 Construction costs
The costing was performed using the newly developed system code ABEL (which will be made publicly
available soon). It performs start-to-end simulations of the collider, where each element used is costed
based on its most salient characteristic, viz. length, volume, power or individually per component: the
per-element costs are summarised in Table 2. The resulting overall costs are listed in Table 4 in the
Comprehensive Summary [1].

3.2 Full programme cost
Additional considerations are required when attempting to locate the overall optimum collider paramet-
ers; if only the construction cost was used, a machine operating with low luminosity for, say, 1,000 years
would appear optimal. Therefore, when performing the Bayesian optimisation, a more complete cost
must be used. The merit function to be minimised has been defined as a "Full Programme Cost" (not
unlike the US “Total Project Cost") to deliver a physics programme corresponding to collecting 2 ab�1

of data at 250 GeV or 4 ab�1 at 550 GeV. This function is given by

Full Programme Cost = Construction Cost (components and civil engineering)

+ Overheads (design, development, management, inspection, etc.)

+ Integrated Energy Cost (until integrated luminosity reached)

+Maintenance Cost (over programme duration)

+ Carbon Shadow Cost (construction and operations emissions)

The construction costs include all the machine components, the civil engineering (tunnels, surface build-
ings and the interaction region), as well as additional infrastructure and services. The latter consists
of eight parts, seven of which are costed as a fraction of the total civil engineering cost (based on the
CLIC recosting 2025 submitted to this process [6]): electrical distribution (20.3%), survey and align-
ment (15.7%), transport and installation (4.8%), safety systems (11.7%), machine control infrastructure
(1.2%), and access safety and control systems (1.8%). Additionally, the eighth part is cooling and vent-
ilation, which scales with the integrated collider power (costed at 2.85 MILCU/MW). The additional
overheads are estimated at around ⇠22% of the total construction costs (10% for design/development,
12% for management/inspection). For HALHF, this is around 696 / 900 / 1161 MILCU for the 250 / 380
/ 550 GeV options.

Next, the integrated energy costs are given by

Integrated Energy Cost = Collider Power⇥ Integrated Luminosity

Instantaneous Luminosity
⇥ Energy Cost Rate,

i.e., the collider power over the integrated uptime (running time needed to collect the required amount
of data times the energy cost rate (costed at 50 MILCU/TWh; approximately that used by CERN). A
preliminary estimate for HALHF, which would run for about 9–10 years, is 320 / 440 / 600 MILCU for
the 250 / 380 / 550 GeV options.

5

E. Adli et al. “HALHF: a hybrid, asymmetric, linear 
Higgs factory using plasma- and RF-based 
acceleration. Backup Document”, arXiv:2503.23489

https://arxiv.org/abs/2503.23489


> Visualising the Bayesian-
optimised working point in 
terms of “Full programme 
cost”: 

> Varying a single parameter 
around the working point 

> Optimised for cost: 3.8B CHF 

> ~60% of CLIC 

> ~40% of ILC
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HALHF 2.0 — an updated baseline design (2025)

(a)

(c)

(b)

(d)

(a)

(c)

(b)

(d)

Image source: Lindstrøm, et al., Proceedings of IPAC 2025 (Taipei, Taiwan), p. 53

Example outputs of the cost-optimisation algorithm

https://arxiv.org/abs/2505.21654


HALHF 2.0 — an updated baseline design (2025)
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Prepared for the ESPPU input (https://arxiv.org/abs/2503.19880)

> Separate RF linacs for e- drivers 
(high Iavg, low Ez) and e+ beams (low Iavg, high Ez):

> L-band driver linac (CLIC-like) 
+ S-band positron linac (C3-like)

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 

Driver RF linac
(4 GeV e–, 4 MV/m, 1 GHz)

Combiner
rings

(4x & 3x)

Plasma-accelerator linac
(48 stages, 7.8 GeV per stage, 1 GV/m)

Dual beam-
delivery system
 (375 GeV e–)

Delay
loop

Helical
undulator

Positron
target

(4.8 nC)

Positron
transfer line
(3 GeV e+)

RF linac
(3 GeV e+)

e+
e–

Cool-copper RF linac
(42 GeV e+, 40 MV/m, 3 GHz) 

Damping
rings

(3 GeV)
Liquid nitrogen plants

(2.5 MW at 77°K) 

Electron
source

(1.6 nC)

Driver source
(8 nC)

Surface-to-underground
transfer line (5% slope)

Surface complex

Dual beam-
delivery system

 (42 GeV e+)

Source: Foster et al., Phys. Open 23, 100261 (2025)

https://arxiv.org/abs/2503.19880
https://doi.org/10.1016/j.physo.2025.100261
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Prepared for the ESPPU input (https://arxiv.org/abs/2503.19880)

> Separate RF linacs for e- drivers 
(high Iavg, low Ez) and e+ beams (low Iavg, high Ez):

> L-band driver linac (CLIC-like) 
+ S-band positron linac (C3-like)

> Combiner rings to decrease Ipeak in the driver linac,  
and shorten the e+ bunch train

Facility length: ~5 km
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Prepared for the ESPPU input (https://arxiv.org/abs/2503.19880)

> Separate RF linacs for e- drivers 
(high Iavg, low Ez) and e+ beams (low Iavg, high Ez):

> L-band driver linac (CLIC-like) 
+ S-band positron linac (C3-like)

> Combiner rings to decrease Ipeak in the driver linac,  
and shorten the e+ bunch train

> Lower plasma density (lower Ez but better tolerances)

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 
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(4 GeV e–, 4 MV/m, 1 GHz)
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(4x & 3x)
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(8 nC)

Surface-to-underground
transfer line (5% slope)

Surface complex
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 (42 GeV e+)

Source: Foster et al., Phys. Open 23, 100261 (2025)

https://arxiv.org/abs/2503.19880
https://doi.org/10.1016/j.physo.2025.100261


HALHF 2.0 — an updated baseline design (2025)

22nd September 2025  |  R. D’Arcy  |  European Advanced Accelerators Conference 2025 Page 11

Prepared for the ESPPU input (https://arxiv.org/abs/2503.19880)

> Separate RF linacs for e- drivers 
(high Iavg, low Ez) and e+ beams (low Iavg, high Ez):

> L-band driver linac (CLIC-like) 
+ S-band positron linac (C3-like)

> Combiner rings to decrease Ipeak in the driver linac,  
and shorten the e+ bunch train

> Lower plasma density (lower Ez but better tolerances)

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 

Driver RF linac
(4 GeV e–, 4 MV/m, 1 GHz)

Combiner
rings

(4x & 3x)

Plasma-accelerator linac
(48 stages, 7.8 GeV per stage, 1 GV/m)
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delivery system
 (375 GeV e–)

Delay
loop
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target

(4.8 nC)
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e+
e–
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(42 GeV e+, 40 MV/m, 3 GHz) 
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rings

(3 GeV)
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(2.5 MW at 77°K) 

Electron
source

(1.6 nC)

Driver source
(8 nC)

Surface-to-underground
transfer line (5% slope)

Surface complex

Dual beam-
delivery system

 (42 GeV e+)

Source: Foster et al., Phys. Open 23, 100261 (2025)

> Many more stages (3x as many), 
reducing the driver energy

https://arxiv.org/abs/2503.19880
https://doi.org/10.1016/j.physo.2025.100261
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Prepared for the ESPPU input (https://arxiv.org/abs/2503.19880)

> Separate RF linacs for e- drivers 
(high Iavg, low Ez) and e+ beams (low Iavg, high Ez):

> L-band driver linac (CLIC-like) 
+ S-band positron linac (C3-like)

> Combiner rings to decrease Ipeak in the driver linac,  
and shorten the e+ bunch train

> Lower plasma density (lower Ez but better tolerances)

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 

Driver RF linac
(4 GeV e–, 4 MV/m, 1 GHz)

Combiner
rings

(4x & 3x)

Plasma-accelerator linac
(48 stages, 7.8 GeV per stage, 1 GV/m)

Dual beam-
delivery system
 (375 GeV e–)

Delay
loop

Helical
undulator

Positron
target

(4.8 nC)

Positron
transfer line
(3 GeV e+)

RF linac
(3 GeV e+)

e+
e–

Cool-copper RF linac
(42 GeV e+, 40 MV/m, 3 GHz) 

Damping
rings

(3 GeV)
Liquid nitrogen plants

(2.5 MW at 77°K) 

Electron
source

(1.6 nC)

Driver source
(8 nC)

Surface-to-underground
transfer line (5% slope)

Surface complex

Dual beam-
delivery system

 (42 GeV e+)

Source: Foster et al., Phys. Open 23, 100261 (2025)

> Many more stages (3x as many), 
reducing the driver energy

> Polarised e– and e+  
(ILC-like helical undulator source)

https://arxiv.org/abs/2503.19880
https://doi.org/10.1016/j.physo.2025.100261
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Prepared for the ESPPU input (https://arxiv.org/abs/2503.19880)

> Separate RF linacs for e- drivers 
(high Iavg, low Ez) and e+ beams (low Iavg, high Ez):

> L-band driver linac (CLIC-like) 
+ S-band positron linac (C3-like)

> Combiner rings to decrease Ipeak in the driver linac,  
and shorten the e+ bunch train

> Lower plasma density (lower Ez but better tolerances)

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 

Driver RF linac
(4 GeV e–, 4 MV/m, 1 GHz)

Combiner
rings

(4x & 3x)

Plasma-accelerator linac
(48 stages, 7.8 GeV per stage, 1 GV/m)

Dual beam-
delivery system
 (375 GeV e–)

Delay
loop

Helical
undulator

Positron
target

(4.8 nC)

Positron
transfer line
(3 GeV e+)

RF linac
(3 GeV e+)

e+
e–

Cool-copper RF linac
(42 GeV e+, 40 MV/m, 3 GHz) 

Damping
rings

(3 GeV)
Liquid nitrogen plants

(2.5 MW at 77°K) 

Electron
source

(1.6 nC)

Driver source
(8 nC)

Surface-to-underground
transfer line (5% slope)

Surface complex

Dual beam-
delivery system

 (42 GeV e+)

Source: Foster et al., Phys. Open 23, 100261 (2025)

> Many more stages (3x as many), 
reducing the driver energy

> Polarised e– and e+  
(ILC-like helical undulator source)

> Two interaction points/detectors

https://arxiv.org/abs/2503.19880
https://doi.org/10.1016/j.physo.2025.100261
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Prepared for the ESPPU input (https://arxiv.org/abs/2503.19880)

> Separate RF linacs for e- drivers 
(high Iavg, low Ez) and e+ beams (low Iavg, high Ez):

> L-band driver linac (CLIC-like) 
+ S-band positron linac (C3-like)

> Combiner rings to decrease Ipeak in the driver linac,  
and shorten the e+ bunch train

> Lower plasma density (lower Ez but better tolerances)

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 

Driver RF linac
(4 GeV e–, 4 MV/m, 1 GHz)

Combiner
rings

(4x & 3x)

Plasma-accelerator linac
(48 stages, 7.8 GeV per stage, 1 GV/m)

Dual beam-
delivery system
 (375 GeV e–)

Delay
loop

Helical
undulator

Positron
target

(4.8 nC)

Positron
transfer line
(3 GeV e+)

RF linac
(3 GeV e+)

e+
e–

Cool-copper RF linac
(42 GeV e+, 40 MV/m, 3 GHz) 

Damping
rings

(3 GeV)
Liquid nitrogen plants

(2.5 MW at 77°K) 

Electron
source

(1.6 nC)

Driver source
(8 nC)

Surface-to-underground
transfer line (5% slope)

Surface complex

Dual beam-
delivery system

 (42 GeV e+)

Source: Foster et al., Phys. Open 23, 100261 (2025)

> Many more stages (3x as many), 
reducing the driver energy

> Polarised e– and e+  
(ILC-like helical undulator source)

> Two interaction points/detectors
> Surface and underground complexes

https://arxiv.org/abs/2503.19880
https://doi.org/10.1016/j.physo.2025.100261
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E / GeV

101 104

101

103

102

102 103

linear collider e.g.

10 MW

average # bunches / s-1

state of the art

Pushing the state-of-the-art in staging (energy) and repetition rate (luminosity)
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Pushing the state-of-the-art in staging (energy) and repetition rate (luminosity)

E / GeV

101 104

101

103

102

102 103

linear collider e.g.

10 MW

average # bunches / s-1

staging > Staging 
> Multiple stages are required to reach 

high energies ➞ 48 stages for HALHF 
> Energy gain in a single stage is limited 

by the driver energy and transformer 
ratio ➞ 4 GeV x 2 for HALHF 

> Novel energy-scalable optics are 
needed to preserve beam quality

linear collider e.g.

state of the art



Staging optics simulation (ImpactX) showing full beam-quality 
preservation for a 2% rms energy spread.  

Source: Lindstrøm et al. (manuscript in preparation)

R&D topic — Reaching high energy
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Tackling the staging problem with achromatic optics

Main dipole Chicane dipoles

Nonlinear
plasma lens

Main dipoleChicane dipoles

Nonlinear
plasma lens

Sextupole
(or gap)

(a)

(g) (h) (j) (k)(i)

(b) (c) (e) (f)(d)Source: Lindstrøm et al. (manuscript in preparation)

Preliminary> The combination of large energy spread and 
high divergence necessitates achromatic optics. 

> New achromatic solution proposed, based on 
local chromaticity correction (with nonlinear 
plasma lenses) in a chicane

10 GeV example
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Tackling the staging problem with achromatic optics

> The combination of large energy spread and 
high divergence necessitates achromatic optics. 

> New achromatic solution proposed, based on 
local chromaticity correction (with nonlinear 
plasma lenses) in a chicane

Main dipole Chicane dipoles

Nonlinear
plasma lens

Main dipoleChicane dipoles

Nonlinear
plasma lens

Sextupole
(or gap)

(a)

(g) (h) (j) (k)(i)

(b) (c) (e) (f)(d)Source: Lindstrøm et al. (manuscript in preparation)

Source: Lindstrøm et al. (manuscript in preparation)

SPARTA nonlinear plasma lens (Uni. Oslo). 
Source: Drobniak et al. NIM A 1072, 170223 (2025)

> These optics and plasma lenses are being 
developed as part of the SPARTA project

https://doi.org/10.1016/j.nima.2025.170223
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Tackling the staging problem with achromatic optics

> The combination of large energy spread and 
high divergence necessitates achromatic optics. 

> New achromatic solution proposed, based on 
local chromaticity correction (with nonlinear 
plasma lenses) in a chicane

Main dipole Chicane dipoles

Nonlinear
plasma lens

Main dipoleChicane dipoles

Nonlinear
plasma lens

Sextupole
(or gap)

(a)

(g) (h) (j) (k)(i)

(b) (c) (e) (f)(d)Source: Lindstrøm et al. (manuscript in preparation)

Source: Lindstrøm et al. (manuscript in preparation)

SPARTA nonlinear plasma lens (Uni. Oslo). 
Source: Drobniak et al. NIM A 1072, 170223 (2025)

> These optics and plasma lenses are being 
developed as part of the SPARTA project

See Carl Lindstrøm’s talk: 

Mon 16:20 (PS1)

https://doi.org/10.1016/j.nima.2025.170223
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Tackling the staging problem with achromatic optics

> The combination of large energy spread and 
high divergence necessitates achromatic optics. 

> New achromatic solution proposed, based on 
local chromaticity correction (with nonlinear 
plasma lenses) in a chicane

Main dipole Chicane dipoles

Nonlinear
plasma lens

Main dipoleChicane dipoles

Nonlinear
plasma lens

Sextupole
(or gap)

(a)

(g) (h) (j) (k)(i)

(b) (c) (e) (f)(d)Source: Lindstrøm et al. (manuscript in preparation)

Source: Lindstrøm et al. (manuscript in preparation)

SPARTA nonlinear plasma lens (Uni. Oslo). 
Source: Drobniak et al. NIM A 1072, 170223 (2025)

> These optics and plasma lenses are being 
developed as part of the SPARTA project

See Carl Lindstrøm’s talk: 

Mon 16:20 (PS1) See Pierre Drobniak’s poster: 

Mon 19:00

https://doi.org/10.1016/j.nima.2025.170223
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High energy staging and synchrotron radiation

Simulated using ImpactX (starting at 10 mm mrad) including SFQED 
effects (3rd order). Source: Lindstrøm et al. (manuscript in 

preparation)

> The staging optics solution scales with energy: 

> Increase all lengths by  

> Constant fields (dipoles, lenses, sextupole)

L ∼ E

R&D topic — Reaching high energy

Preliminary

HALHF 
energy range
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High energy staging and synchrotron radiation

Simulated using ImpactX (starting at 10 mm mrad) including SFQED 
effects (3rd order). Source: Lindstrøm et al. (manuscript in 

preparation)

> The staging optics solution scales with energy: 

> Increase all lengths by  

> Constant fields (dipoles, lenses, sextupole)

L ∼ E

> Coherent synchrotron radiation (CSR) causes 
emittance growth at low energies (<0.5 GeV)

R&D topic — Reaching high energy

Preliminary

HALHF 
energy range
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High energy staging and synchrotron radiation

Simulated using ImpactX (starting at 10 mm mrad) including SFQED 
effects (3rd order). Source: Lindstrøm et al. (manuscript in 

preparation)

> The staging optics solution scales with energy: 

> Increase all lengths by  

> Constant fields (dipoles, lenses, sextupole)

L ∼ E

> Coherent synchrotron radiation (CSR) causes 
emittance growth at low energies (<0.5 GeV)

> Incoherent SR (ISR) disruptive at high energies  
— suppress by ramping down dipoles ( )B ∼ E− 3

5

R&D topic — Reaching high energy

Preliminary

HALHF 
energy range
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Toward self-consistent S2E simulations

> Plasma-acceleration simulations 
performed in HiPACE++ 

> Example for the 7th HALHF 
stage (58–66 GeV) 

> Includes ion motion, beam 
ionisation, ++ 

> Preserves beam quality (energy 
spread and emittance)

PWFA PWFA

Flat-topUp-ramp Down-ramp

energy

energy spread beta function

emittance
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> A start-to-end simulation framework, using OpenPMD 
> Running codes via wrappers (also submits HPC jobs etc.) 

— HiPACE++, WakeT, ImpactX, GUINEAPIG, ELEGANT, CLICopti 
> “System code” (term borrowed from e.g. fusion) 

— integrated cost modelling (crucial in cost-optimisation of HALHF) 
— machine layouts 

> Adaptable implementations  
— choose fidelity versus speed for each subsystem 

> Run simulations as experiments 
— run simulations with multiple shots, including random jitter 
— perform automated scans (one-liner) 
— perform parameter optimisations 

> Ready for release! Tutorial this week at EAAC…

Interfacing 
using 

openPMD

Perform 
tracking for n stages + 

interstages

Luminosity

Stage

2D 
wakefields, tr. 
instability++

HiPACE++ 
(PIC)

Basic  
(energy gain)

Source

Measured 6D 
phase space ASTRABasic  

(Gaussian++)

Source (driver)

Measured 6D 
phase space ASTRABasic  

(Gaussian++)

Interstage

ImpactX
Basic 

(apply R56) ELEGANT

BDS

Transfer 
matrices PLACETBasic 

(demagnify)

IP

GUINEA-PIG WarpX
Basic 

(geometric 
luminosity)

RF linac

CLICoptiBasic 
(energy gain)

Increasing fidelity/complexity
Main beam

Module Active available module

Module Module not yet available

Drive beam

Another linac

Finished

Not finished

Module Non-active available module

ABEL — the Adaptable Beginning-to-End Linac simulation framework
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> A start-to-end simulation framework, using OpenPMD 
> Running codes via wrappers (also submits HPC jobs etc.) 

— HiPACE++, WakeT, ImpactX, GUINEAPIG, ELEGANT, CLICopti 
> “System code” (term borrowed from e.g. fusion) 

— integrated cost modelling (crucial in cost-optimisation of HALHF) 
— machine layouts 

> Adaptable implementations  
— choose fidelity versus speed for each subsystem 

> Run simulations as experiments 
— run simulations with multiple shots, including random jitter 
— perform automated scans (one-liner) 
— perform parameter optimisations 

> Ready for release! Tutorial this week at EAAC…

Interfacing 
using 

openPMD

Perform 
tracking for n stages + 

interstages

Luminosity

Stage

2D 
wakefields, tr. 
instability++

HiPACE++ 
(PIC)

Basic  
(energy gain)

Source

Measured 6D 
phase space ASTRABasic  

(Gaussian++)

Source (driver)

Measured 6D 
phase space ASTRABasic  

(Gaussian++)

Interstage

ImpactX
Basic 

(apply R56) ELEGANT

BDS

Transfer 
matrices PLACETBasic 

(demagnify)

IP

GUINEA-PIG WarpX
Basic 

(geometric 
luminosity)

RF linac

CLICoptiBasic 
(energy gain)

Increasing fidelity/complexity
Main beam

Module Active available module

Module Module not yet available

Drive beam

Another linac

Finished

Not finished

Module Non-active available module

See Ben Chen’s talk: 

Tues 16:20 (PS4)

ABEL — the Adaptable Beginning-to-End Linac simulation framework
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Toward self-consistent S2E simulations

> Self-consistent two-stage 
simulation (HiPACE++ and 
ImpactX) between 175–190 GeV 

> Corresponds to the middle  
stages of HALHF 250 GeV 

> Preserves beam quality 
(in both PWFA and interstage)

PWFA PWFA

Preliminary
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Toward self-consistent S2E simulations

> Self-consistent two-stage 
simulation (HiPACE++ and 
ImpactX) between 175–190 GeV 

> Corresponds to the middle  
stages of HALHF 250 GeV 

> Preserves beam quality 
(in both PWFA and interstage)

> Achieves a deliverable (DEL 2.1)  
in the 2020 ESPPU roadmap

PWFA PWFA

Preliminary
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Toward self-consistent S2E simulations

> Self-consistent two-stage 
simulation (HiPACE++ and 
ImpactX) between 175–190 GeV 

> Corresponds to the middle  
stages of HALHF 250 GeV 

> Preserves beam quality 
(in both PWFA and interstage)

> Achieves a deliverable (DEL 2.1)  
in the 2020 ESPPU roadmap

> Next: Preparing for the full HALHF run 
(simulate all 48 stages)

PWFA PWFA

Preliminary
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Pushing the state-of-the-art in staging (energy) and repetition rate (luminosity)

E / GeV

101 104

101

103

102

102 103

linear collider e.g.

10 MW

average # bunches / s-1

staging
linear collider e.g.

state of the art
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> High repetition rate 
> Each HALHF bunch [train] deposits ~10 

J [~16 kJ] of energy in the plasma ➞ 
Where does that energy go/how does 
it affect the next wakes? 

> Max. average-power deposition of ~40 
kW/m in the modules ➞ How should 
this be managed? 

> Novel simulation, diagnostic, and 
cooling methods required

E / GeV

101 104

101

103

102

102 103

linear collider e.g.

10 MW

average # bunches / s-1

staging

repetition 
rate

Pushing the state-of-the-art in staging (energy) and repetition rate (luminosity)

linear collider e.g.

state of the art



R&D topic — Reaching high luminosity

22nd September 2025  |  R. D’Arcy  |  European Advanced Accelerators Conference 2025 Page 22

> Need self-consistent simulations of plasma evolution 
between acceleration events (16 ns at HALHF) 
> Temporal analogue of two plasma stages 
> Computationally expensive (prohibitive?) 

> New fast/cheap scheme based on QSA PIC + Fluid

Simulating plasma evolution and investigating temperature effects

event 1event 2
to event 3

HiPACE++FLASH

16 ns plasma evolution

time



plasma electrons oscillate

minimal ion perturbation

electron wave breaks

ion motion slowly builds

electrons follow ions

return to quasi-neutrality
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> Need self-consistent simulations of plasma evolution 
between acceleration events (16 ns at HALHF) 
> Temporal analogue of two plasma stages 
> Computationally expensive (prohibitive?) 

> New fast/cheap scheme based on QSA PIC + Fluid

> Benchmarked against 3D PIC over short timescales 
> Next: Benchmark for longer timescales + against 

experimental results e.g. D’Arcy et al., Nature 603 (2022)

Simulating plasma evolution and investigating temperature effects

event 1event 2
to event 3

HiPACE++FLASH

simulated up to 5 ns

time

Preliminary

plasma propagates through the beam



plasma electrons oscillate

minimal ion perturbation

electron wave breaks

ion motion slowly builds

electrons follow ions

return to quasi-neutrality
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> Need self-consistent simulations of plasma evolution 
between acceleration events (16 ns at HALHF) 
> Temporal analogue of two plasma stages 
> Computationally expensive (prohibitive?) 

> New fast/cheap scheme based on QSA PIC + Fluid

> Benchmarked against 3D PIC over short timescales 
> Next: Benchmark for longer timescales + against 

experimental results e.g. D’Arcy et al., Nature 603 (2022)

Simulating plasma evolution and investigating temperature effects

event 1event 2
to event 3

HiPACE++FLASH

simulated up to 5 ns

time

Preliminary

See Ibrahim Najmudin’s talk: 

Thurs 16:20 (PS8)

plasma propagates through the beam
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Novel diagnostic package for direct temperature measurements

> Need (direct) temperature diagnostics of all 
inefficient energy-transport channels 

> All-optical diagnostics for non-invasive 
implementation at different plasma facilities 

> Diagnostic package being developed and 
benchmarked in a dedicated Oxford laboratory

Driving Bunch Wakefields Trailing Bunch

Electrons Ions Module

Thomson 
scattering

temperature diagnostics

Laser-absorption 
Spectroscopy

Common-path 
Interferometry

inefficiencies to plasma

desired energy flow
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Novel diagnostic package for direct temperature measurements

Driving Bunch Wakefields Trailing Bunch

Electrons Ions Module

Thomson 
scattering

temperature diagnostics

Laser-absorption 
Spectroscopy

Common-path 
Interferometry

inefficiencies to plasma

desired energy flow

> Doppler broadening of (narrow-bandwidth CW) 
laser-absorption spectrum gives temperature 
information (with ns resolution) 

> First tests on Ar plasma neutrals (long-living) 
> Next: Measure plasma-ion (H+, Ar+) temperature 

in a discharge capillary

Preliminary

> Need (direct) temperature diagnostics of all 
inefficient energy-transport channels 

> All-optical diagnostics for non-invasive 
implementation at different plasma facilities 

> Diagnostic package being developed and 
benchmarked in a dedicated Oxford laboratory
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Novel diagnostic package for direct temperature measurements

Driving Bunch Wakefields Trailing Bunch

Electrons Ions Module

Thomson 
scattering

temperature diagnostics

Laser-absorption 
Spectroscopy

Common-path 
Interferometry

inefficiencies to plasma

desired energy flow

> Doppler broadening of (narrow-bandwidth CW) 
laser-absorption spectrum gives temperature 
information (with ns resolution) 

> First tests on Ar plasma neutrals (long-living) 
> Next: Measure plasma-ion (H+, Ar+) temperature 

in a discharge capillary

See James Cowley’s talk: 

Thurs 16:40 (PS8)

Preliminary

> Need (direct) temperature diagnostics of all 
inefficient energy-transport channels 

> All-optical diagnostics for non-invasive 
implementation at different plasma facilities 

> Diagnostic package being developed and 
benchmarked in a dedicated Oxford laboratory



Preliminary
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Developing designs for temperature-stabilised plasma modules

> Temperature evolution of a discharge capillary by tracking 
the temperature-dependent phase shift from heating/
expanding sapphire plates 
> Laser path: half through the cell, half above it 
> Interference fringes between two portions gives radial 

temperature evolution 
> Calibrated against thermocouples in DESY ADVANCE Lab 
> Next: Measure cell temperature evolution at a plasma 

accelerator (ideally multiple with different parameters)



Preliminary
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Developing designs for temperature-stabilised plasma modules

See James Cowley’s talk: 

Thurs 16:40 (PS8)

See Juan-Pablo Diaz’s poster: 

Mon 19:00

> Temperature evolution of a discharge capillary by tracking 
the temperature-dependent phase shift from heating/
expanding sapphire plates 
> Laser path: half through the cell, half above it 
> Interference fringes between two portions gives radial 

temperature evolution 
> Calibrated against thermocouples in DESY ADVANCE Lab 
> Next: Measure cell temperature evolution at a plasma 

accelerator (ideally multiple with different parameters)
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Developing designs for temperature-stabilised plasma modules

> Temperature evolution of a discharge capillary by tracking 
the temperature-dependent phase shift from heating/
expanding sapphire plates 
> Laser path: half through the cell, half above it 
> Interference fringes between two portions gives radial 

temperature evolution 
> Calibrated against thermocouples in DESY ADVANCE Lab 
> Next: Measure cell temperature evolution at a plasma 

accelerator (ideally multiple with different parameters)

> Results with discharge already informing cooled-cell designs 
> Next: Design a source capable of managing the power

Preliminary

See James Cowley’s talk: 

Thurs 16:40 (PS8)

See Juan-Pablo Diaz’s poster: 

Mon 19:00
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Evolution of the plasma-based collider concept over the last decade (towards HALHF)

> What has changed since Snowmass 2013? 
> The open challenge of positron acceleration in plasma has been sidestepped (acceleration 

in C3-like linac instead) 
> Established CLIC drive-beam technology has been adopted (with an associated reduction 

in beam energy) 
> The transverse beam-break-up (BBU) instability has been taken in to account and partially 

mitigated (with e.g. ion motion effects) 
> Emittance-preserving interstage optic schemes have been devised 
> Plasma recovery and plasma-source cooling have been taken in to account 
> Integrated codes have leveraged developments in PIC (GPU operation, mesh refinement, 

etc.) to perform full plasma linac simulations 
> Similarities with ILC and CLIC sub-systems has enabled the translation of costs from more 

robust collider concepts 
> A global system optimisation for cost has been applied

RF Tech

R&D

New Tools

Costing

Progress

https://arxiv.org/abs/2509.07910
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Evolution of the plasma-based collider concept over the last decade (towards HALHF)

> What has changed since Snowmass 2013? 
> The open challenge of positron acceleration in plasma has been sidestepped (acceleration 

in C3-like linac instead) 
> Established CLIC drive-beam technology has been adopted (with an associated reduction 

in beam energy) 
> The transverse beam-break-up (BBU) instability has been taken in to account and partially 

mitigated (with e.g. ion motion effects) 
> Emittance-preserving interstage optic schemes have been devised 
> Plasma recovery and plasma-source cooling have been taken in to account 
> Integrated codes have leveraged developments in PIC (GPU operation, mesh refinement, 

etc.) to perform full plasma linac simulations 
> Similarities with ILC and CLIC sub-systems has enabled the translation of costs from more 

robust collider concepts 
> A global system optimisation for cost has been applied

RF Tech

R&D

New Tools

Costing

Progress

See Erik Adli's talk: 

Wed 17:20 (PS9)

https://arxiv.org/abs/2509.07910
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Future Demonstrations and Demonstrators (not all by HALHF!)

> Demonstrations 
> The idealised single plasma stage (beam quality, large energy gain, high overall efficiency) 
> Beam-quality-preserving staging of two plasma accelerators 
> High-repetition-rate (>MHz) plasma acceleration of long bunch trains 
> Single-stage polarisation demonstration 
> Working solution for driver distributions and delays 
> Scheme for driver dumping and radiation safety
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Future Demonstrations and Demonstrators (not all by HALHF!)

> Demonstrations 
> The idealised single plasma stage (beam quality, large energy gain, high overall efficiency) 
> Beam-quality-preserving staging of two plasma accelerators 
> High-repetition-rate (>MHz) plasma acceleration of long bunch trains 
> Single-stage polarisation demonstration 
> Working solution for driver distributions and delays 
> Scheme for driver dumping and radiation safety

See Daniel Kalvik’s poster: 

Mon 19:00

See Simon Bohlen's poster: 

Wed 19:00
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Future Demonstrations and Demonstrators (not all by HALHF!)

> Demonstrations 
> The idealised single plasma stage (beam quality, large energy gain, high overall efficiency) 
> Beam-quality-preserving staging of two plasma accelerators 
> High-repetition-rate (>MHz) plasma acceleration of long bunch trains 
> Single-stage polarisation demonstration 
> Working solution for driver distributions and delays 
> Scheme for driver dumping and radiation safety

> Demonstrators 
> Dedicated multi-stage plasma facility (with application to e.g. SFQED) 

> Upgrade to include high-average-power RF and plasma stages 
> Upgrade to include increased beam quality and spin polarisation

See Daniel Kalvik’s poster: 

Mon 19:00

See Simon Bohlen's poster: 

Wed 19:00
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> The HALHF concept proposes a smaller, cheaper, greener, quicker Higgs factory in Europe 
> Builds on previous plasma-collider concepts plus excellent R&D performed since 
> High risk/high reward:  Less mature than RF technology but significantly cheaper 
> Consolidates R&D prioritisation:  Provides context for the need to reach high energy / luminosity 
> Much targeted (plasma & RF) R&D still required:  10-15 yrs of significant work / demonstrations 
> Community involvement is key to further success:  Please reach out if you’d like to get involved!

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 

Driver RF linac
(4 GeV e–, 4 MV/m, 1 GHz)

Combiner
rings

(4x & 3x)

Plasma-accelerator linac
(48 stages, 7.8 GeV per stage, 1 GV/m)

Dual beam-
delivery system
 (375 GeV e–)
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loop

Helical
undulator

Positron
target

(4.8 nC)
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transfer line
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RF linac
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Cool-copper RF linac
(42 GeV e+, 40 MV/m, 3 GHz) 

Damping
rings
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Liquid nitrogen plants

(2.5 MW at 77°K) 

Electron
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(1.6 nC)

Driver source
(8 nC)

Surface-to-underground
transfer line (5% slope)

Surface complex

Dual beam-
delivery system

 (42 GeV e+)

Source: Foster et al., Phys. Open 23, 100261 (2025)

https://jai.web.ox.ac.uk/halhf

https://doi.org/10.1016/j.physo.2025.100261
https://jai.web.ox.ac.uk/halhf
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Machine parameters Unit Value (250 GeV) Value (380 GeV) Value (550 GeV)
Centre-of-mass energy GeV 250 380 550
Centre-of-mass boost 1.67 1.67 1.67
Bunches per train 160 160 160
Train repetition rate Hz 100 100 100
Average collision rate kHz 16 16 16
Luminosity cm�2 s�1 1.2 ⇥ 1034 1.7 ⇥ 1034 2.5 ⇥ 1034

Luminosity fraction in top 1% 63% 53% 46%
Quantum parameter (⌥) 0.9 1.6 2.8
Estimated total power usage MW 106 154 218
Total site length km 4.9 6.5 8.4
Colliding-beam parameters e� e+ e� e+ e� e+

Beam energy GeV 375 41.7 570 63.3 825 91.7
Bunch population 1010 1 3 1 3 1 3
Bunch length in linacs (rms) µm 40 150 40 150 40 150
Bunch length at IP (rms) µm 150 150 150
Energy spread (rms) % 0.15 0.15 0.15
Horizontal emittance (norm.) µm 90 10 90 10 90 10
Vertical emittance (norm.) µm 0.32 0.035 0.32 0.035 0.32 0.035
IP horizontal beta function mm 3.3 3.3 3.3
IP vertical beta function mm 0.1 0.1 0.1
IP horizontal beam size (rms) nm 636 519 429
IP vertical beam size (rms) nm 6.6 5.2 4.4
Average beam power delivered MW 9.6 3.2 14.6 4.9 21.1 7.0
Bunch separation ns 16 16 16
Average beam current µA 26 77 26 77 26 77

Positron cool-copper RF linac parameters (S-band)
Average cavity gradient MV/m 40 40 40
Average gradient MV/m 36 36 36
Wall-plug-to-beam efficiency % 11 11 11
RF power MW 11.7 17.8 25.8
Cooling power MW 17.9 27.3 39.5
Total power MW 29.6 45.1 65.3
Klystron peak power MW 67 67 67
Number of klystrons 321 452 678
RF frequency GHz 3 3 3
Operating Temperature K 77 77 77
Length (after damping ring, starting at 3 GeV) km 1.1 1.7 2.5
Driver linac RF parameters (L-band)
Average cavity gradient MV/m 4 4 4
Average gradient MV/m 3 3 3
Wall-plug-to-beam efficiency % 55 55 55
RF power usage MW 42.9 66.0 96.4
Klystron peak power MW 21 21 21
Number of klystrons 409 630 919
RF frequency GHz 1 1 1
Length km 1.3 1.9 2.8
Combiner Ring parameters
Delay loop length m 1.5 1.5 1.5
CR1 diameter m 244 244 244
CR2 diameter m 244 244 244
PWFA linac and drive-beam parameters
Number of stages 48 48 48
Plasma density cm�3 6 ⇥ 1014 6 ⇥ 1014 6 ⇥ 1014

In-plasma accel. gradient GV/m 1 1 1
Av. gradient (incl. optics) GV/m 0.33 0.38 0.43
Transformer ratio 2 2 2
Length per stage m 7.8 11.8 17.1
Energy gain per stage GeV 7.8 11.8 17.1
Initial injection energy GeV 3 3 3
Driver energy GeV 4 5.9 8.6
Driver bunch population 1010 5.0 5.0 5.0
Driver bunch length (rms) µm 253 253 253
Driver average beam power MW 23.8 36.2 52.6
Driver bunch separation ns 4 4 4
Driver-to-wake efficiency % 80 80 80
Wake-to-beam efficiency % 50 50 50
Driver-to-beam efficiency % 40 40 40
Wallplug-to-beam efficiency % 22 22 22
Cooling req. per stage length kW/m 38.4 38.4 38.4
Length km 1.1 1.5 1.9

Table 1: HALHF parameters for the updated baseline design at 250 GeV, 380 GeV and and 550 GeV
CoM energies. (This table is reproduced from Table 1 in the Comprehensive Summary [1].)

4



HALHF 2.0 parameter table (part 2)

22nd September 2025  |  R. D’Arcy  |  European Advanced Accelerators Conference 2025 Page 33

Machine parameters Unit Value (250 GeV) Value (380 GeV) Value (550 GeV)
Centre-of-mass energy GeV 250 380 550
Centre-of-mass boost 1.67 1.67 1.67
Bunches per train 160 160 160
Train repetition rate Hz 100 100 100
Average collision rate kHz 16 16 16
Luminosity cm�2 s�1 1.2 ⇥ 1034 1.7 ⇥ 1034 2.5 ⇥ 1034

Luminosity fraction in top 1% 63% 53% 46%
Quantum parameter (⌥) 0.9 1.6 2.8
Estimated total power usage MW 106 154 218
Total site length km 4.9 6.5 8.4
Colliding-beam parameters e� e+ e� e+ e� e+

Beam energy GeV 375 41.7 570 63.3 825 91.7
Bunch population 1010 1 3 1 3 1 3
Bunch length in linacs (rms) µm 40 150 40 150 40 150
Bunch length at IP (rms) µm 150 150 150
Energy spread (rms) % 0.15 0.15 0.15
Horizontal emittance (norm.) µm 90 10 90 10 90 10
Vertical emittance (norm.) µm 0.32 0.035 0.32 0.035 0.32 0.035
IP horizontal beta function mm 3.3 3.3 3.3
IP vertical beta function mm 0.1 0.1 0.1
IP horizontal beam size (rms) nm 636 519 429
IP vertical beam size (rms) nm 6.6 5.2 4.4
Average beam power delivered MW 9.6 3.2 14.6 4.9 21.1 7.0
Bunch separation ns 16 16 16
Average beam current µA 26 77 26 77 26 77

Positron cool-copper RF linac parameters (S-band)
Average cavity gradient MV/m 40 40 40
Average gradient MV/m 36 36 36
Wall-plug-to-beam efficiency % 11 11 11
RF power MW 11.7 17.8 25.8
Cooling power MW 17.9 27.3 39.5
Total power MW 29.6 45.1 65.3
Klystron peak power MW 67 67 67
Number of klystrons 321 452 678
RF frequency GHz 3 3 3
Operating Temperature K 77 77 77
Length (after damping ring, starting at 3 GeV) km 1.1 1.7 2.5
Driver linac RF parameters (L-band)
Average cavity gradient MV/m 4 4 4
Average gradient MV/m 3 3 3
Wall-plug-to-beam efficiency % 55 55 55
RF power usage MW 42.9 66.0 96.4
Klystron peak power MW 21 21 21
Number of klystrons 409 630 919
RF frequency GHz 1 1 1
Length km 1.3 1.9 2.8
Combiner Ring parameters
Delay loop length m 1.5 1.5 1.5
CR1 diameter m 244 244 244
CR2 diameter m 244 244 244
PWFA linac and drive-beam parameters
Number of stages 48 48 48
Plasma density cm�3 6 ⇥ 1014 6 ⇥ 1014 6 ⇥ 1014

In-plasma accel. gradient GV/m 1 1 1
Av. gradient (incl. optics) GV/m 0.33 0.38 0.43
Transformer ratio 2 2 2
Length per stage m 7.8 11.8 17.1
Energy gain per stage GeV 7.8 11.8 17.1
Initial injection energy GeV 3 3 3
Driver energy GeV 4 5.9 8.6
Driver bunch population 1010 5.0 5.0 5.0
Driver bunch length (rms) µm 253 253 253
Driver average beam power MW 23.8 36.2 52.6
Driver bunch separation ns 4 4 4
Driver-to-wake efficiency % 80 80 80
Wake-to-beam efficiency % 50 50 50
Driver-to-beam efficiency % 40 40 40
Wallplug-to-beam efficiency % 22 22 22
Cooling req. per stage length kW/m 38.4 38.4 38.4
Length km 1.1 1.5 1.9

Table 1: HALHF parameters for the updated baseline design at 250 GeV, 380 GeV and and 550 GeV
CoM energies. (This table is reproduced from Table 1 in the Comprehensive Summary [1].)
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are derived from quotations or literature as detailed in the associated Backup document. The basis of
estimation is 2012 ILC units, which are converted into 2024 CHF (see Backup). A separate estimate
of FTEs for construction has not been attempted; given the scale of the projects, a significantly smaller
number than required for either ILC or CLIC is predicted. The costing is understood to ⇠30%. Note that
underground tunnel costs are conservatively based on 8 m diameter tunnels everywhere (⇠2⇥ volume
compared to CLIC) in order to fit the PWFA driver-distribution and cool-copper RF systems; however,
an optimisation would significantly reduce the tunnel costs.

Domain Sub-domain
Cost [MILCU]

250 GeV 380 GeV 550 GeV

Main-beam
production

Electron source (photocathode, polarized) 82 82 82
Electron injector linac 22 22 22
Positron source (helical undulator, polarized) 178 178 178
Positron injector linac 32 32 32
Positron transport 55 74 96
Positron damping rings (2x) 200 200 200

Drive-beam
production

Electron source 10 10 10
Driver linac modules 113 173 254
Driver linac RF 325 501 731
Frequency multiplication (combiner rings) 127 127 127
Driver transport (surface-to-underground) 24 25 26

Electron linac
(PWFA)

Plasma modules 17 26 38
Interstage transport 30 37 44
Driver delay chicanes 90 120 155
Driver beam dumps 11 17 25

Positron linac
(cool-copper RF)

Cool-copper linac modules 113 176 259
Cool-copper linac RF 298 465 683
LN2 reliquification plants 34 53 78

Beam delivery and
post collision lines
(dual IPs)

Electron beam delivery systems (2x) 158 194 234
Positron beam delivery systems (2x) 53 65 78
Final focus, experimental area 20 20 20
Post collision lines/dumps 45 64 88

Civil engineering

Surface driver and complex 63 92 130
Surface-to-underground tunnel 31 31 31
Electron arm tunnel 44 59 75
Positron arm and damping ring tunnels 54 77 106
Beam-delivery systems 164 201 243
Interaction region 154 154 154

Infrastructure and
services

Electrical distribution 104 125 150
Survey and alignment 80 96 116
Cooling and ventilation 302 439 622
Transport / installation 24 29 35

Machine control,
protection and
safety systems

Safety systems 30 36 43
Machine control infrastructure 60 72 87
Machine protection 6 7 9
Access safety & control system 9 11 14

Total (in 2012 MILCU) 3162 4090 5275

Total (in 2024 Swiss francs) 3.8 BCHF 4.9 BCHF 6.3 BCHF

Table 4: HALHF costing in MILCUs at 250 GeV, 380 GeV and 550 GeV CoM energies. Overheads
("Infrastructure..." and "Machine...") are scaled from CLIC based on combined civil engineering costs,
except "Cooling and ventilation", which is scaled from CLIC based on the total power load.

7 Summary

The HALHF concept offers for the first time a realistic and timely design for a plasma-based facility that
can provide cutting-edge particle physics. Although it requires significant R&D and the construction of
a demonstrator facility over a fifteen-year period, its low carbon and physical footprint, construction cost
and long-term perspective to reach the 10 TeV frontier make it an attractive option for investment. The
many off-ramps for the necessary R&D towards applications in other scientific fields of major societal
benefit and interest make HALHF an exciting and potentially disruptive development in particle physics.
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> Driver RF linac is a major cost driver  
for the machine (~30%; 50% incl. e+ linac) 

> Drivers: ~22 CHF/watt beam power 
> Positrons: ~167 CHF/watt beam power 

> PWFA linac is not a cost driver (~7%) 
> Driver distribution is the cost driver 

> BDS and IP (~13%) adds 
> Civil engineering adds ~25% to the machine 

cost, other overheads ~30% 
> Cooling and ventilation is expensive 

(~3.6 CHF/watt wall-plug power)

Based on ILC and CLIC

E. Adli et al. “HALHF: a hybrid, asymmetric, linear 
Higgs factory using plasma- and RF-based 
acceleration”, arXiv:2503.19880

http://www.apple.com/uk
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Cost element (per length) Cost/length Length (m) Ref. Comment
(kILCU/m) 250 GeV 380 GeV 550 GeV

Accelerating structures 115.00 2,052 3,102 4,474 CLIC Assumed same for L- & S-band.
Damping rings 260.00 767 767 767 CLIC Two rings in one tunnel.
Combiner ring 79.00 1,535 1,535 1,535 CLIC Two rings in one tunnel.
Beam-delivery system 40.44 5,196 6,406 7,707 ILC Doubled for dual IP
Post-BDS beamline 40.44 346 427 514 ILC Costed as BDS.
Turn-arounds 40.44 213 213 213 ILC Costed as BDS
Instrumented beamline 15.40 437 666 966 ILC In between acc. structures.
Transfer line 15.40 6,087 7,294 8,732 ILC Costed as instrum. beamline.

Driver and e+ transfer lines.
Plasma cells 46.20 375 570 825 3⇥ instrumented beamline
Interstage optics 40.44 738 910 1095 Costed as BDS
Driver-distribution system (both
sides of plasma linac)

40.44 2,226 2,960 3,840 Costed as BDS. One on each side of
the plasma linac.

Tunnel (4.0 m inner diam.) 11.89 2,713 2,713 2,713 CLIC Outer diameter 5.1 m. Surface-to-
underground and turnaround.

Tunnel (5.6 m inner diam.) 20.19 560 560 560 CLIC Outer diameter 6.7 m. Damping
ring and e+ source and injector.

Tunnel (8.0 m inner diam.) 37.15 4,951 6,525 8,403 CLIC Outer diameter 9.1 m. e� injector,
plasma linac, e+ RF linac, BDS.

Surface building 33.26 1,267 1,944 2,830 CLIC Used for drive-beam linac
Cut-and-cover tunnel 9.86 2,035 2,712 3,597 CLIC Used for drive-beam linac and com-

biner rings

Cost element (per volume) Cost/volume Volume (m3) Ref. Comment
(kILCU/m3) 250 GeV 380 GeV 550 GeV

Tunnel (boring machine) 0.573 397,190 499,546 621,641 CLIC Based on outer diameter.
Tunnel widening (excavation) 0.45 148,699 183,328 220,556 FCC Used in dual BDS widening.
Cut-and-cover tunnel 0.45 44,589 59,423 78,814 Estimate based on tunnel area.

Cost element (per power) Cost/power Power (MW) Ref. Comment
(MILCU/MW) 250 GeV 380 GeV 550 GeV

Main beam dumps 2.39 12.8 19.5 28.2 ILC
Driver dumps 2.39 4.8 7.3 10.6 Based on main beam dumps
LN2 re-liquification plant 13.5 2.5 3.9 5.8 C3 Per power at cryo temp. (⇠15%

cooling eff. at 77 K)
Klystron (S-band) 0.009 20,787 31,173 44,775 C3 Peak power
Modulator (S-band) 0.006 20,787 31,173 44,775 C3 Peak power
Klystron (L-band) 0.015 8,528 13,137 19,165 CLIC Peak power
Modulator (L-band) 3.9 42.8 66.0 96.3 CLIC Average power

Cost element (individual) Cost Power (MW) Ref. Comment
(MILCU) 250 GeV 380 GeV 550 GeV

Klystron (S-band, injectors) 0.351 21 21 21 C3 39 MW peak, 28 kW avg.
Modulator (S-band, injectors) 0.234 21 21 21 C3 39 MW peak, 28 kW avg.
Klystron (S-band, main linac) 0.603 298 453 656 C3 67 MW peak, 38 kW avg.
Modulator (S-band, main linac) 0.402 298 453 656 C3 67 MW peak, 38 kW avg.
Klystron (L-band, driver linac) 0.409 409 630 919 CLIC 21 MW peak, 105 kW avg.
Modulator (L-band, driver linac) 0.313 409 630 919 CLIC 21 MW peak, 105 kW avg.
Waveguides 0.0273 728 1,104 1,596 CLIC Assumed same for L- & S-band
Low-level RF components 0.0455 728 1,104 1,596 CLIC Assumed same for L- & S-band
Combiner ring RF kickers 1 6 6 6 Rough estimate (no source).
Polarized positron source 178 1 1 1 ILC Helical undulator and target. ILC

cost minus the RF injector.
Polarized electron source 82 1 1 1 ILC Photocathode gun. ILC cost minus

the RF injector.
Driver source 10 1 1 1 Thermionic gun with relaxed per-

formance. Rough estimate only
without source.

Dual IP interaction area 154 1 1 1 CLIC
Experimental area 20 1 1 1 CLIC

Table 2: Cost basis for the estimation of HALHF construction costs, based on CLIC [7, 8], ILC [9],
FCC [10] and C3 [11].
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Cost element (per length) Cost/length Length (m) Ref. Comment
(kILCU/m) 250 GeV 380 GeV 550 GeV

Accelerating structures 115.00 2,052 3,102 4,474 CLIC Assumed same for L- & S-band.
Damping rings 260.00 767 767 767 CLIC Two rings in one tunnel.
Combiner ring 79.00 1,535 1,535 1,535 CLIC Two rings in one tunnel.
Beam-delivery system 40.44 5,196 6,406 7,707 ILC Doubled for dual IP
Post-BDS beamline 40.44 346 427 514 ILC Costed as BDS.
Turn-arounds 40.44 213 213 213 ILC Costed as BDS
Instrumented beamline 15.40 437 666 966 ILC In between acc. structures.
Transfer line 15.40 6,087 7,294 8,732 ILC Costed as instrum. beamline.

Driver and e+ transfer lines.
Plasma cells 46.20 375 570 825 3⇥ instrumented beamline
Interstage optics 40.44 738 910 1095 Costed as BDS
Driver-distribution system (both
sides of plasma linac)

40.44 2,226 2,960 3,840 Costed as BDS. One on each side of
the plasma linac.

Tunnel (4.0 m inner diam.) 11.89 2,713 2,713 2,713 CLIC Outer diameter 5.1 m. Surface-to-
underground and turnaround.

Tunnel (5.6 m inner diam.) 20.19 560 560 560 CLIC Outer diameter 6.7 m. Damping
ring and e+ source and injector.

Tunnel (8.0 m inner diam.) 37.15 4,951 6,525 8,403 CLIC Outer diameter 9.1 m. e� injector,
plasma linac, e+ RF linac, BDS.

Surface building 33.26 1,267 1,944 2,830 CLIC Used for drive-beam linac
Cut-and-cover tunnel 9.86 2,035 2,712 3,597 CLIC Used for drive-beam linac and com-

biner rings

Cost element (per volume) Cost/volume Volume (m3) Ref. Comment
(kILCU/m3) 250 GeV 380 GeV 550 GeV

Tunnel (boring machine) 0.573 397,190 499,546 621,641 CLIC Based on outer diameter.
Tunnel widening (excavation) 0.45 148,699 183,328 220,556 FCC Used in dual BDS widening.
Cut-and-cover tunnel 0.45 44,589 59,423 78,814 Estimate based on tunnel area.

Cost element (per power) Cost/power Power (MW) Ref. Comment
(MILCU/MW) 250 GeV 380 GeV 550 GeV

Main beam dumps 2.39 12.8 19.5 28.2 ILC
Driver dumps 2.39 4.8 7.3 10.6 Based on main beam dumps
LN2 re-liquification plant 13.5 2.5 3.9 5.8 C3 Per power at cryo temp. (⇠15%

cooling eff. at 77 K)
Klystron (S-band) 0.009 20,787 31,173 44,775 C3 Peak power
Modulator (S-band) 0.006 20,787 31,173 44,775 C3 Peak power
Klystron (L-band) 0.015 8,528 13,137 19,165 CLIC Peak power
Modulator (L-band) 3.9 42.8 66.0 96.3 CLIC Average power

Cost element (individual) Cost Power (MW) Ref. Comment
(MILCU) 250 GeV 380 GeV 550 GeV

Klystron (S-band, injectors) 0.351 21 21 21 C3 39 MW peak, 28 kW avg.
Modulator (S-band, injectors) 0.234 21 21 21 C3 39 MW peak, 28 kW avg.
Klystron (S-band, main linac) 0.603 298 453 656 C3 67 MW peak, 38 kW avg.
Modulator (S-band, main linac) 0.402 298 453 656 C3 67 MW peak, 38 kW avg.
Klystron (L-band, driver linac) 0.409 409 630 919 CLIC 21 MW peak, 105 kW avg.
Modulator (L-band, driver linac) 0.313 409 630 919 CLIC 21 MW peak, 105 kW avg.
Waveguides 0.0273 728 1,104 1,596 CLIC Assumed same for L- & S-band
Low-level RF components 0.0455 728 1,104 1,596 CLIC Assumed same for L- & S-band
Combiner ring RF kickers 1 6 6 6 Rough estimate (no source).
Polarized positron source 178 1 1 1 ILC Helical undulator and target. ILC

cost minus the RF injector.
Polarized electron source 82 1 1 1 ILC Photocathode gun. ILC cost minus

the RF injector.
Driver source 10 1 1 1 Thermionic gun with relaxed per-

formance. Rough estimate only
without source.

Dual IP interaction area 154 1 1 1 CLIC
Experimental area 20 1 1 1 CLIC

Table 2: Cost basis for the estimation of HALHF construction costs, based on CLIC [7, 8], ILC [9],
FCC [10] and C3 [11].

6


