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High-Repetition-Rate Plasma Acceleration
> Goal: Implement plasma accelerators into operational facilities - FEL’s and Linear Colliders

Collider Luminosity:            FEL Instantaneous Brightness:    L ∝
Qbunch frep

σxσy
dB/dt ∝
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> Requirement: Demonstrate stable operation of plasma accelerator stages at competitively high repetition rates.
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> Requirement: Demonstrate stable operation of plasma accelerator stages at competitively high repetition rates.

> Challenges: For high repetition rates, we need to reuse the plasma, so to maintain consistent quality of 
acceleration for many bunches, we need, 
> Consistent plasma densities / plasma profiles 
> Durable plasma sources / containers 
> To keep the plasma temperature low (or consistent?) 

> Why care about plasma temperature? Plasma acceleration is not totally efficient, so any energy from the 
driver that is not extracted by the witness, makes it’s way into and through the plasma. An increased plasma 
temperature then effectively changes the plasma frequency e.g via the Bohm-Gross dispersion relation:

ω2 = ω2
p +

3kBT
me
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Effect of plasma temperature on non-linear wakefields
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Naive assumptions to form an iterative PIC loop
> What kind of temperatures are expected? 
> Worst case scenario: Plasma takes all deposited energy from the bunches and splits it evenly among the 

electrons and ions, leading to a corresponding rise in plasma temperature

HALHFFLASHForward
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Naive assumptions to form an iterative PIC loop
> What kind of temperatures are expected? 
> Worst case scenario: Plasma takes all deposited energy from the bunches and splits it evenly among the 

electrons and ions, leading to a corresponding rise in plasma temperature

HALHFFLASHForward

> Runaway effect: Becomes more inefficient with increasing plasma temperature 
> Obvious shortcomings: No sinks in energy + no plasma evolution 

> Hot and fast electrons carry a large portion of the initial wakefield energy 
> Heated ions cause excitation and ionisation of background neutral atoms 
> Plasma density and temperature distribution for each next bunch may not be uniform
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Naive       
> What     
> Worst  



HALHFFLASHForward

> Runaway fffi
> Obvious 

> Hot and fast electrons carry a large portion of the initial wakefi
> Heated ions cause excitation and ionisation of background neutral atoms 
> Plasma density and temperature distribution for each next bunch may not be uniform

What are the effects of temperature on a plasma 
accelerator? 

What are the relevant channels of energy transport that 
dictate plasma evolution between subsequent 

acceleration events?
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What is known to happen after wakefield acceleration events?

time
fs ps ns µs ms

independently timed counterpropagating laser pulse (sim-
ilar to Ref. [42]) to ionize the second jet.

D. Laser wakefield accelerator

As a first jet, supersonic gas nozzles with 3- and 5-mm
diameter were used. To facilitate electron injection, a silicon
wafer was moved into the gas stream, leading to the
formation of a shock front [43–45]. The jet was operated
in a density range of 3 × 1018 cm−3 to 6 × 1018 cm−3,
which was in each specific configuration close to the
threshold for self-injection. Shock-front injectors are usually
operated at densities well below this threshold to generate
monochromatic electron beams. Increasing the density
leads to a higher energy spread but also substantially higher
injected charge. This resulted in beams with up to 900 pC
in the energy range of 25–400 MeV at 150 MeV central
energy and down to 0.6 mrad FWHM divergence (see the
Appendix for representative electron spectra and Ref. [46]
for details on the charge calibration). While the pulse
duration is not directly measured in this experiment, pre-
vious bunch-length measurements [27,38] suggest a duration
of about 5 fs, corresponding to peak currents of up
to 170 kA.

III. RESULTS

Here, we present the results of three experiments, each
with a different configuration.
In the first setup we observe two plasma waves in the

second jet (see Fig. 2), one of which has a distinct conelike
diffraction feature which we never observed for laser-driven
plasma waves. This leads to the assumption that this wave
is driven by the electron beam from the first jet. To verify
this hypothesis, we block the laser with a tape in the second
experimental configuration. When we preionize the gas in
the second jet we observed an unequivocally beam-driven
plasma wave. It is accompanied by the same conelike
diffraction feature as the supposed beam-driven wave in the
first experiment (see Fig. 3). In a third experiment we study

this cone feature (see Fig. 4), which turns out to be caused
by the ion motion of beam-driven plasma waves.
A summary of the target parameters in each experiment

can be found in Table I in the Appendix.

A. Observation of two plasma waves
in a second gas target

During LWFA, the electron beam is confined to the
vicinity of the optical axis due to the transverse electrostatic
wakefield [49]. In this situation, the electron beam does not
drive its own wave, but only affects the laser-driven wave
via beam loading [50] until the laser depletes or the electron
beam overtakes the laser. In both cases the laser will still
perturb the beam-driven wave to a degree that is difficult to
measure or predict. In order to observe a purely beam-
driven wave, one therefore needs to isolate the electron
beam, i.e., by blocking the laser with a foil [40]. However,
scattering in the foil increases the electron bunch emittance
and radius σr after further propagation, which reduces its
peak density nb ∝ σ−2r .
As an alternative, we exploit the fact that the electron-beam

pointing is not necessarily collinear to the laser axis. For
instance, a slight pulse-front tilt of the laser pulse can lead to
skewed plasma-wave fronts [51]. Hence, the laser and
electron beam propagate at different angles in the space
between both jets, leading to a spatial separation. In this first
experiment we generate a beam with 200 pC (about 40 kA),
0.6mrad FWHMdivergence, and amean energy of 150MeV
in the first jet. Indeed, as shown in Fig. 2, for most shots we
observe two distinct plasma waves in the second jet, which
is placed after a 3-mm vacuum gap behind the first jet. For
the upper plasma wave we measure a wavelength of
ð7.6" 0.1Þ μm, for the lower one ð7.8" 0.1Þ μm. The
difference of 2.6% can be caused either by a weak non-
linearity or a local difference of the plasma density
n0 ¼ ð1.9" 0.1Þ × 1019 cm−3. Accordingly, any laser con-
tribution is expected to beweak,with a peak potential a0 ≲ 1.
In principle, it cannot be ruled out a priori that both of

these waves are driven by laser filaments. However, a

FIG. 2. Shadowgram of laser- and beam-driven plasma waves in the second gas jet. Left: Laser- and beam-driven plasma waves in the
second gas jet (propagating to the right) after a free drift and spatial separation. Note the conelike feature trailing only the upper plasma
wave. Right: Autocorrelation of each row of the signal in the interval of the marked plasma waves on the left. The red and white lineouts
show the respective periodic signal modulations caused by the plasma waves.

M. F. GILLJOHANN et al. PHYS. REV. X 9, 011046 (2019)

011046-4

Source: Gilljohann et al. 
Phys. Rev. X. 9, 011046 
(2019) Ion cone observed using shadowgraphy
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formation of a shock front [43–45]. The jet was operated
in a density range of 3 × 1018 cm−3 to 6 × 1018 cm−3,
which was in each specific configuration close to the
threshold for self-injection. Shock-front injectors are usually
operated at densities well below this threshold to generate
monochromatic electron beams. Increasing the density
leads to a higher energy spread but also substantially higher
injected charge. This resulted in beams with up to 900 pC
in the energy range of 25–400 MeV at 150 MeV central
energy and down to 0.6 mrad FWHM divergence (see the
Appendix for representative electron spectra and Ref. [46]
for details on the charge calibration). While the pulse
duration is not directly measured in this experiment, pre-
vious bunch-length measurements [27,38] suggest a duration
of about 5 fs, corresponding to peak currents of up
to 170 kA.

III. RESULTS

Here, we present the results of three experiments, each
with a different configuration.
In the first setup we observe two plasma waves in the

second jet (see Fig. 2), one of which has a distinct conelike
diffraction feature which we never observed for laser-driven
plasma waves. This leads to the assumption that this wave
is driven by the electron beam from the first jet. To verify
this hypothesis, we block the laser with a tape in the second
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vicinity of the optical axis due to the transverse electrostatic
wakefield [49]. In this situation, the electron beam does not
drive its own wave, but only affects the laser-driven wave
via beam loading [50] until the laser depletes or the electron
beam overtakes the laser. In both cases the laser will still
perturb the beam-driven wave to a degree that is difficult to
measure or predict. In order to observe a purely beam-
driven wave, one therefore needs to isolate the electron
beam, i.e., by blocking the laser with a foil [40]. However,
scattering in the foil increases the electron bunch emittance
and radius σr after further propagation, which reduces its
peak density nb ∝ σ−2r .
As an alternative, we exploit the fact that the electron-beam

pointing is not necessarily collinear to the laser axis. For
instance, a slight pulse-front tilt of the laser pulse can lead to
skewed plasma-wave fronts [51]. Hence, the laser and
electron beam propagate at different angles in the space
between both jets, leading to a spatial separation. In this first
experiment we generate a beam with 200 pC (about 40 kA),
0.6mrad FWHMdivergence, and amean energy of 150MeV
in the first jet. Indeed, as shown in Fig. 2, for most shots we
observe two distinct plasma waves in the second jet, which
is placed after a 3-mm vacuum gap behind the first jet. For
the upper plasma wave we measure a wavelength of
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difference of 2.6% can be caused either by a weak non-
linearity or a local difference of the plasma density
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In principle, it cannot be ruled out a priori that both of
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second gas jet (propagating to the right) after a free drift and spatial separation. Note the conelike feature trailing only the upper plasma
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M. F. GILLJOHANN et al. PHYS. REV. X 9, 011046 (2019)

011046-4

Source: Gilljohann et al. 
Phys. Rev. X. 9, 011046 
(2019) Ion cone observed using shadowgraphy

shows, however, that two-step processes become dominant only
at Δt≳ 400 ps (see brown dotted, orange dot-dashed, red filled
circle curves). Simulated probe images (Fig. 1f) widen more than
twice as rapidly as for Simulation 2 (Fig. 1e). Moreover, a
substantial vertex shift Δz(1200 ps) ≈ 500 μm develops by the
end of Simulation 3. Simulated average growth of rO(Δt) and
rB(Δt) agrees with observed average growth over the interval

100 < Δt < 1300 ps (see Fig. 2e, f). Finally, simulated and observed
probe image lineouts near the beginning (Fig. 2h, i) and end
(Fig. 2j, k) of Simulation 3 agree well in width and depth, despite
discrepancies in fringe amplitude. Thus Simulation 3 captures all
qualitative features of the data, including the vertex shift Δz(Δt)
that Simulation 2 missed, as well as some key quantitative
features.

Discussion
Nevertheless, some quantitative discrepancies remain. Early in
Simulation 3 (100 < Δt < 600 ps), rB(Δt) grows faster (2 × 106 m/s)
than observed (1.2 × 106 m/s), resulting in rB values at Δt ~ 600 ps
nearly 50% larger than observed. Later (600 < Δt < 1200 ps), on
the other hand, rB(Δt) grows more slowly (1.2 × 106 m/s) than
observed (1.7 × 106 m/s), yielding rB values at Δt ~ 1200 ps that
agree well with observations. Thus, radial expansion of simulated
(observed) images decelerates (accelerates) during the simulated
(observed) Δt interval.

There are several plausible reasons for these discrepancies.
First, although incident drive bunches were thoroughly char-
acterized, properties of the bunch after its trailing part focused
inside the plasma (Fig. 3b) govern plasma expansion dynamics.
Because plasma lensing is nonlinear, small errors in incident
bunch properties can lead to large errors in focused bunch
properties. For example, simulations assumed axisymmetric drive
bunches, whereas ~10% asymmetries between σx and σy, and 10-
fold differences between focusing functions βx and βy, were
typically present at the plasma entrance, and could have led to
asymmetric downstream focusing and plasma expansion. A sec-
ond probe in an orthogonal plane would help to diagnose such
expansion asymmetries, if present. Similarly, deviations in the
longitudinal bunch shape from Gaussian, which were not well
characterized, sensitively influence the intra-bunch position at
which ionization and self-focusing begin, and in turn the fraction
of incident bunch charge that drives a nonlinear wake. This can
also lead to significant discrepancies between observed and
simulated expansion rates.

In the later part of Simulation 3 (600 < Δt < 1200 ps), the radial
slope ∂η/∂r of advancing refractive index profiles at the turning
point radius shrinks rapidly (see Fig. 4f). As a result, simulated
radii rB(Δt≳ 900 ps) in Fig. 2f become sensitive to small pertur-
bations in η(r) profiles, and by extension to small deviations in
the radial profile of the focused drive bunch. Departures of the
incident drive bunch radial profile from its assumed Gaussian
shape prior to plasma focusing, and depletion or re-shaping of
focused drive bunches for z > 30 cm, which are neglected in
quasistatic LCODE simulations, are possible sources of such
deviations. In addition, neglected drive bunch evolution within
the ~100-cm probed region imprints left–right asymmetry onto
probe images beyond that currently simulated.

These residual discrepancies indicate that detailed quantitative
comparison of simulated and measured ns-scale plasma dynamics
will require selected improvements to both experiment and
simulation, as noted above. Nevertheless, the broad agreement
obtained in the spatial and temporal scale of post-wakefield
expansion validates the basic plasma/atomic physics on which
Simulation 3 is based. Its output can thus elucidate additional
internal properties of the expanding plasma beyond those that
were directly observed.

An example is the plasma’s energy budget. According to
Simulation 3, the fully focused drive bunch (Fig. 3b) deposits
energy into the plasma at rate ~3.5 J/m (see Fig. 5c), in rea-
sonable agreement with the average deposition rate (2.2 J/m)
inferred from analysis of the spent drive bunch’s energy spectrum
(Supplementary Fig. 2 and Supplementary Methods). The latter
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Fig. 5 LCODE simulations of ionization and energy transport channels. a
Plot of Li+ ion [(1)–(4)] and Li neutral atom [(5) and (6)] density
distributions corresponding to electron density distribution at Δt= 1200 ps
in Fig. 4e. Regions (1), (2), and (4) indicate relative contributions of original
ions (region 1) and of electron-impact-ionized ground state (2) and excited
(4) neutrals, while the barely visible region 3 (black) indicates ion-impact-
ionized Li atoms. b Time evolution of indicated impact ionization channels.
Ion-impact ionization (solid purple curve) dominates for 50≲Δt≲ 160 ps;
electron-impact ionization (dark-brown dashed, light-brown dotted, orange
dot-dashed, red filled-circle curves) dominates for Δt≳ 160 ps. c Time
evolution of indicated energy transport channels. Hot electrons carry ~10%
of the energy deposited in the original wake to the walls in the first ~20 ps
(region 4). The expanding plasma column retains the rest without
noticeable attenuation throughout the remainder of the simulated period.
Electrons (2) and fields (3) carry most of the latter energy initially (20≲Δt
≲ 40 ps), but transfer ~85% of it to radial ion motion (1) within 300 ps. The
small jumps evident in curves (2)–(4) are nonphysical. They result from
occasionally doubling macro-particle size and halving density as ionization
increases particle number, in order to speed up the simulation.

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-18490-w

8 NATURE COMMUNICATIONS | ��������(2020)�11:4753� | https://doi.org/10.1038/s41467-020-18490-w |www.nature.com/naturecommunications

Source: Zgadzaj et al., 
Nat. Commun. 11, 
4753 (2020)

Energy redistribution simulated for FACET-II
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independently timed counterpropagating laser pulse (sim-
ilar to Ref. [42]) to ionize the second jet.

D. Laser wakefield accelerator

As a first jet, supersonic gas nozzles with 3- and 5-mm
diameter were used. To facilitate electron injection, a silicon
wafer was moved into the gas stream, leading to the
formation of a shock front [43–45]. The jet was operated
in a density range of 3 × 1018 cm−3 to 6 × 1018 cm−3,
which was in each specific configuration close to the
threshold for self-injection. Shock-front injectors are usually
operated at densities well below this threshold to generate
monochromatic electron beams. Increasing the density
leads to a higher energy spread but also substantially higher
injected charge. This resulted in beams with up to 900 pC
in the energy range of 25–400 MeV at 150 MeV central
energy and down to 0.6 mrad FWHM divergence (see the
Appendix for representative electron spectra and Ref. [46]
for details on the charge calibration). While the pulse
duration is not directly measured in this experiment, pre-
vious bunch-length measurements [27,38] suggest a duration
of about 5 fs, corresponding to peak currents of up
to 170 kA.

III. RESULTS

Here, we present the results of three experiments, each
with a different configuration.
In the first setup we observe two plasma waves in the

second jet (see Fig. 2), one of which has a distinct conelike
diffraction feature which we never observed for laser-driven
plasma waves. This leads to the assumption that this wave
is driven by the electron beam from the first jet. To verify
this hypothesis, we block the laser with a tape in the second
experimental configuration. When we preionize the gas in
the second jet we observed an unequivocally beam-driven
plasma wave. It is accompanied by the same conelike
diffraction feature as the supposed beam-driven wave in the
first experiment (see Fig. 3). In a third experiment we study

this cone feature (see Fig. 4), which turns out to be caused
by the ion motion of beam-driven plasma waves.
A summary of the target parameters in each experiment

can be found in Table I in the Appendix.

A. Observation of two plasma waves
in a second gas target

During LWFA, the electron beam is confined to the
vicinity of the optical axis due to the transverse electrostatic
wakefield [49]. In this situation, the electron beam does not
drive its own wave, but only affects the laser-driven wave
via beam loading [50] until the laser depletes or the electron
beam overtakes the laser. In both cases the laser will still
perturb the beam-driven wave to a degree that is difficult to
measure or predict. In order to observe a purely beam-
driven wave, one therefore needs to isolate the electron
beam, i.e., by blocking the laser with a foil [40]. However,
scattering in the foil increases the electron bunch emittance
and radius σr after further propagation, which reduces its
peak density nb ∝ σ−2r .
As an alternative, we exploit the fact that the electron-beam

pointing is not necessarily collinear to the laser axis. For
instance, a slight pulse-front tilt of the laser pulse can lead to
skewed plasma-wave fronts [51]. Hence, the laser and
electron beam propagate at different angles in the space
between both jets, leading to a spatial separation. In this first
experiment we generate a beam with 200 pC (about 40 kA),
0.6mrad FWHMdivergence, and amean energy of 150MeV
in the first jet. Indeed, as shown in Fig. 2, for most shots we
observe two distinct plasma waves in the second jet, which
is placed after a 3-mm vacuum gap behind the first jet. For
the upper plasma wave we measure a wavelength of
ð7.6" 0.1Þ μm, for the lower one ð7.8" 0.1Þ μm. The
difference of 2.6% can be caused either by a weak non-
linearity or a local difference of the plasma density
n0 ¼ ð1.9" 0.1Þ × 1019 cm−3. Accordingly, any laser con-
tribution is expected to beweak,with a peak potential a0 ≲ 1.
In principle, it cannot be ruled out a priori that both of

these waves are driven by laser filaments. However, a

FIG. 2. Shadowgram of laser- and beam-driven plasma waves in the second gas jet. Left: Laser- and beam-driven plasma waves in the
second gas jet (propagating to the right) after a free drift and spatial separation. Note the conelike feature trailing only the upper plasma
wave. Right: Autocorrelation of each row of the signal in the interval of the marked plasma waves on the left. The red and white lineouts
show the respective periodic signal modulations caused by the plasma waves.

M. F. GILLJOHANN et al. PHYS. REV. X 9, 011046 (2019)

011046-4

Source: Gilljohann et al. 
Phys. Rev. X. 9, 011046 
(2019) Ion cone observed using shadowgraphy

shows, however, that two-step processes become dominant only
at Δt≳ 400 ps (see brown dotted, orange dot-dashed, red filled
circle curves). Simulated probe images (Fig. 1f) widen more than
twice as rapidly as for Simulation 2 (Fig. 1e). Moreover, a
substantial vertex shift Δz(1200 ps) ≈ 500 μm develops by the
end of Simulation 3. Simulated average growth of rO(Δt) and
rB(Δt) agrees with observed average growth over the interval

100 < Δt < 1300 ps (see Fig. 2e, f). Finally, simulated and observed
probe image lineouts near the beginning (Fig. 2h, i) and end
(Fig. 2j, k) of Simulation 3 agree well in width and depth, despite
discrepancies in fringe amplitude. Thus Simulation 3 captures all
qualitative features of the data, including the vertex shift Δz(Δt)
that Simulation 2 missed, as well as some key quantitative
features.

Discussion
Nevertheless, some quantitative discrepancies remain. Early in
Simulation 3 (100 < Δt < 600 ps), rB(Δt) grows faster (2 × 106 m/s)
than observed (1.2 × 106 m/s), resulting in rB values at Δt ~ 600 ps
nearly 50% larger than observed. Later (600 < Δt < 1200 ps), on
the other hand, rB(Δt) grows more slowly (1.2 × 106 m/s) than
observed (1.7 × 106 m/s), yielding rB values at Δt ~ 1200 ps that
agree well with observations. Thus, radial expansion of simulated
(observed) images decelerates (accelerates) during the simulated
(observed) Δt interval.

There are several plausible reasons for these discrepancies.
First, although incident drive bunches were thoroughly char-
acterized, properties of the bunch after its trailing part focused
inside the plasma (Fig. 3b) govern plasma expansion dynamics.
Because plasma lensing is nonlinear, small errors in incident
bunch properties can lead to large errors in focused bunch
properties. For example, simulations assumed axisymmetric drive
bunches, whereas ~10% asymmetries between σx and σy, and 10-
fold differences between focusing functions βx and βy, were
typically present at the plasma entrance, and could have led to
asymmetric downstream focusing and plasma expansion. A sec-
ond probe in an orthogonal plane would help to diagnose such
expansion asymmetries, if present. Similarly, deviations in the
longitudinal bunch shape from Gaussian, which were not well
characterized, sensitively influence the intra-bunch position at
which ionization and self-focusing begin, and in turn the fraction
of incident bunch charge that drives a nonlinear wake. This can
also lead to significant discrepancies between observed and
simulated expansion rates.

In the later part of Simulation 3 (600 < Δt < 1200 ps), the radial
slope ∂η/∂r of advancing refractive index profiles at the turning
point radius shrinks rapidly (see Fig. 4f). As a result, simulated
radii rB(Δt≳ 900 ps) in Fig. 2f become sensitive to small pertur-
bations in η(r) profiles, and by extension to small deviations in
the radial profile of the focused drive bunch. Departures of the
incident drive bunch radial profile from its assumed Gaussian
shape prior to plasma focusing, and depletion or re-shaping of
focused drive bunches for z > 30 cm, which are neglected in
quasistatic LCODE simulations, are possible sources of such
deviations. In addition, neglected drive bunch evolution within
the ~100-cm probed region imprints left–right asymmetry onto
probe images beyond that currently simulated.

These residual discrepancies indicate that detailed quantitative
comparison of simulated and measured ns-scale plasma dynamics
will require selected improvements to both experiment and
simulation, as noted above. Nevertheless, the broad agreement
obtained in the spatial and temporal scale of post-wakefield
expansion validates the basic plasma/atomic physics on which
Simulation 3 is based. Its output can thus elucidate additional
internal properties of the expanding plasma beyond those that
were directly observed.

An example is the plasma’s energy budget. According to
Simulation 3, the fully focused drive bunch (Fig. 3b) deposits
energy into the plasma at rate ~3.5 J/m (see Fig. 5c), in rea-
sonable agreement with the average deposition rate (2.2 J/m)
inferred from analysis of the spent drive bunch’s energy spectrum
(Supplementary Fig. 2 and Supplementary Methods). The latter
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Fig. 5 LCODE simulations of ionization and energy transport channels. a
Plot of Li+ ion [(1)–(4)] and Li neutral atom [(5) and (6)] density
distributions corresponding to electron density distribution at Δt= 1200 ps
in Fig. 4e. Regions (1), (2), and (4) indicate relative contributions of original
ions (region 1) and of electron-impact-ionized ground state (2) and excited
(4) neutrals, while the barely visible region 3 (black) indicates ion-impact-
ionized Li atoms. b Time evolution of indicated impact ionization channels.
Ion-impact ionization (solid purple curve) dominates for 50≲Δt≲ 160 ps;
electron-impact ionization (dark-brown dashed, light-brown dotted, orange
dot-dashed, red filled-circle curves) dominates for Δt≳ 160 ps. c Time
evolution of indicated energy transport channels. Hot electrons carry ~10%
of the energy deposited in the original wake to the walls in the first ~20 ps
(region 4). The expanding plasma column retains the rest without
noticeable attenuation throughout the remainder of the simulated period.
Electrons (2) and fields (3) carry most of the latter energy initially (20≲Δt
≲ 40 ps), but transfer ~85% of it to radial ion motion (1) within 300 ps. The
small jumps evident in curves (2)–(4) are nonphysical. They result from
occasionally doubling macro-particle size and halving density as ionization
increases particle number, in order to speed up the simulation.
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What is known to happen after wakefield acceleration events?

time
fs ps ns µs ms

independently timed counterpropagating laser pulse (sim-
ilar to Ref. [42]) to ionize the second jet.

D. Laser wakefield accelerator

As a first jet, supersonic gas nozzles with 3- and 5-mm
diameter were used. To facilitate electron injection, a silicon
wafer was moved into the gas stream, leading to the
formation of a shock front [43–45]. The jet was operated
in a density range of 3 × 1018 cm−3 to 6 × 1018 cm−3,
which was in each specific configuration close to the
threshold for self-injection. Shock-front injectors are usually
operated at densities well below this threshold to generate
monochromatic electron beams. Increasing the density
leads to a higher energy spread but also substantially higher
injected charge. This resulted in beams with up to 900 pC
in the energy range of 25–400 MeV at 150 MeV central
energy and down to 0.6 mrad FWHM divergence (see the
Appendix for representative electron spectra and Ref. [46]
for details on the charge calibration). While the pulse
duration is not directly measured in this experiment, pre-
vious bunch-length measurements [27,38] suggest a duration
of about 5 fs, corresponding to peak currents of up
to 170 kA.

III. RESULTS

Here, we present the results of three experiments, each
with a different configuration.
In the first setup we observe two plasma waves in the

second jet (see Fig. 2), one of which has a distinct conelike
diffraction feature which we never observed for laser-driven
plasma waves. This leads to the assumption that this wave
is driven by the electron beam from the first jet. To verify
this hypothesis, we block the laser with a tape in the second
experimental configuration. When we preionize the gas in
the second jet we observed an unequivocally beam-driven
plasma wave. It is accompanied by the same conelike
diffraction feature as the supposed beam-driven wave in the
first experiment (see Fig. 3). In a third experiment we study

this cone feature (see Fig. 4), which turns out to be caused
by the ion motion of beam-driven plasma waves.
A summary of the target parameters in each experiment

can be found in Table I in the Appendix.

A. Observation of two plasma waves
in a second gas target

During LWFA, the electron beam is confined to the
vicinity of the optical axis due to the transverse electrostatic
wakefield [49]. In this situation, the electron beam does not
drive its own wave, but only affects the laser-driven wave
via beam loading [50] until the laser depletes or the electron
beam overtakes the laser. In both cases the laser will still
perturb the beam-driven wave to a degree that is difficult to
measure or predict. In order to observe a purely beam-
driven wave, one therefore needs to isolate the electron
beam, i.e., by blocking the laser with a foil [40]. However,
scattering in the foil increases the electron bunch emittance
and radius σr after further propagation, which reduces its
peak density nb ∝ σ−2r .
As an alternative, we exploit the fact that the electron-beam

pointing is not necessarily collinear to the laser axis. For
instance, a slight pulse-front tilt of the laser pulse can lead to
skewed plasma-wave fronts [51]. Hence, the laser and
electron beam propagate at different angles in the space
between both jets, leading to a spatial separation. In this first
experiment we generate a beam with 200 pC (about 40 kA),
0.6mrad FWHMdivergence, and amean energy of 150MeV
in the first jet. Indeed, as shown in Fig. 2, for most shots we
observe two distinct plasma waves in the second jet, which
is placed after a 3-mm vacuum gap behind the first jet. For
the upper plasma wave we measure a wavelength of
ð7.6" 0.1Þ μm, for the lower one ð7.8" 0.1Þ μm. The
difference of 2.6% can be caused either by a weak non-
linearity or a local difference of the plasma density
n0 ¼ ð1.9" 0.1Þ × 1019 cm−3. Accordingly, any laser con-
tribution is expected to beweak,with a peak potential a0 ≲ 1.
In principle, it cannot be ruled out a priori that both of

these waves are driven by laser filaments. However, a

FIG. 2. Shadowgram of laser- and beam-driven plasma waves in the second gas jet. Left: Laser- and beam-driven plasma waves in the
second gas jet (propagating to the right) after a free drift and spatial separation. Note the conelike feature trailing only the upper plasma
wave. Right: Autocorrelation of each row of the signal in the interval of the marked plasma waves on the left. The red and white lineouts
show the respective periodic signal modulations caused by the plasma waves.

M. F. GILLJOHANN et al. PHYS. REV. X 9, 011046 (2019)

011046-4

Source: Gilljohann et al. 
Phys. Rev. X. 9, 011046 
(2019) Ion cone observed using shadowgraphy

shows, however, that two-step processes become dominant only
at Δt≳ 400 ps (see brown dotted, orange dot-dashed, red filled
circle curves). Simulated probe images (Fig. 1f) widen more than
twice as rapidly as for Simulation 2 (Fig. 1e). Moreover, a
substantial vertex shift Δz(1200 ps) ≈ 500 μm develops by the
end of Simulation 3. Simulated average growth of rO(Δt) and
rB(Δt) agrees with observed average growth over the interval

100 < Δt < 1300 ps (see Fig. 2e, f). Finally, simulated and observed
probe image lineouts near the beginning (Fig. 2h, i) and end
(Fig. 2j, k) of Simulation 3 agree well in width and depth, despite
discrepancies in fringe amplitude. Thus Simulation 3 captures all
qualitative features of the data, including the vertex shift Δz(Δt)
that Simulation 2 missed, as well as some key quantitative
features.

Discussion
Nevertheless, some quantitative discrepancies remain. Early in
Simulation 3 (100 < Δt < 600 ps), rB(Δt) grows faster (2 × 106 m/s)
than observed (1.2 × 106 m/s), resulting in rB values at Δt ~ 600 ps
nearly 50% larger than observed. Later (600 < Δt < 1200 ps), on
the other hand, rB(Δt) grows more slowly (1.2 × 106 m/s) than
observed (1.7 × 106 m/s), yielding rB values at Δt ~ 1200 ps that
agree well with observations. Thus, radial expansion of simulated
(observed) images decelerates (accelerates) during the simulated
(observed) Δt interval.

There are several plausible reasons for these discrepancies.
First, although incident drive bunches were thoroughly char-
acterized, properties of the bunch after its trailing part focused
inside the plasma (Fig. 3b) govern plasma expansion dynamics.
Because plasma lensing is nonlinear, small errors in incident
bunch properties can lead to large errors in focused bunch
properties. For example, simulations assumed axisymmetric drive
bunches, whereas ~10% asymmetries between σx and σy, and 10-
fold differences between focusing functions βx and βy, were
typically present at the plasma entrance, and could have led to
asymmetric downstream focusing and plasma expansion. A sec-
ond probe in an orthogonal plane would help to diagnose such
expansion asymmetries, if present. Similarly, deviations in the
longitudinal bunch shape from Gaussian, which were not well
characterized, sensitively influence the intra-bunch position at
which ionization and self-focusing begin, and in turn the fraction
of incident bunch charge that drives a nonlinear wake. This can
also lead to significant discrepancies between observed and
simulated expansion rates.

In the later part of Simulation 3 (600 < Δt < 1200 ps), the radial
slope ∂η/∂r of advancing refractive index profiles at the turning
point radius shrinks rapidly (see Fig. 4f). As a result, simulated
radii rB(Δt≳ 900 ps) in Fig. 2f become sensitive to small pertur-
bations in η(r) profiles, and by extension to small deviations in
the radial profile of the focused drive bunch. Departures of the
incident drive bunch radial profile from its assumed Gaussian
shape prior to plasma focusing, and depletion or re-shaping of
focused drive bunches for z > 30 cm, which are neglected in
quasistatic LCODE simulations, are possible sources of such
deviations. In addition, neglected drive bunch evolution within
the ~100-cm probed region imprints left–right asymmetry onto
probe images beyond that currently simulated.

These residual discrepancies indicate that detailed quantitative
comparison of simulated and measured ns-scale plasma dynamics
will require selected improvements to both experiment and
simulation, as noted above. Nevertheless, the broad agreement
obtained in the spatial and temporal scale of post-wakefield
expansion validates the basic plasma/atomic physics on which
Simulation 3 is based. Its output can thus elucidate additional
internal properties of the expanding plasma beyond those that
were directly observed.

An example is the plasma’s energy budget. According to
Simulation 3, the fully focused drive bunch (Fig. 3b) deposits
energy into the plasma at rate ~3.5 J/m (see Fig. 5c), in rea-
sonable agreement with the average deposition rate (2.2 J/m)
inferred from analysis of the spent drive bunch’s energy spectrum
(Supplementary Fig. 2 and Supplementary Methods). The latter
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Fig. 5 LCODE simulations of ionization and energy transport channels. a
Plot of Li+ ion [(1)–(4)] and Li neutral atom [(5) and (6)] density
distributions corresponding to electron density distribution at Δt= 1200 ps
in Fig. 4e. Regions (1), (2), and (4) indicate relative contributions of original
ions (region 1) and of electron-impact-ionized ground state (2) and excited
(4) neutrals, while the barely visible region 3 (black) indicates ion-impact-
ionized Li atoms. b Time evolution of indicated impact ionization channels.
Ion-impact ionization (solid purple curve) dominates for 50≲Δt≲ 160 ps;
electron-impact ionization (dark-brown dashed, light-brown dotted, orange
dot-dashed, red filled-circle curves) dominates for Δt≳ 160 ps. c Time
evolution of indicated energy transport channels. Hot electrons carry ~10%
of the energy deposited in the original wake to the walls in the first ~20 ps
(region 4). The expanding plasma column retains the rest without
noticeable attenuation throughout the remainder of the simulated period.
Electrons (2) and fields (3) carry most of the latter energy initially (20≲Δt
≲ 40 ps), but transfer ~85% of it to radial ion motion (1) within 300 ps. The
small jumps evident in curves (2)–(4) are nonphysical. They result from
occasionally doubling macro-particle size and halving density as ionization
increases particle number, in order to speed up the simulation.
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Quantification of the recovery time
Amplification of the most sensitive signals to ion motion

perturbed plasmaunperturbed plasma

Source: D’Arcy et al., 
Nature 603, 58 (2022)

Plasma recovery demonstrated in Ar

Source: Courtesy of 
M. Mewes

Simulation of plasma expulsion
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What tools are available to simulate plasmas on long timescales?
> Goal: Simulate long timescales of plasma evolution after the intense & nonlinear perturbation from a driver

> Typically, PIC codes are used to guide experiments
> This is currently not the case for long timescale plasma studies
> Need a self-consistent framework to inform future experimental programs and facility designs (ad-hoc)
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What tools are available to simulate plasmas on long timescales?
> Goal: Simulate long timescales of plasma evolution after the intense & nonlinear perturbation from a driver

> Typically, PIC codes are used to guide experiments
> This is currently not the case for long timescale plasma studies
> Need a self-consistent framework to inform future experimental programs and facility designs (ad-hoc)

> How:
> 3D PIC codes are most suitable and most commonly used for short timescales involved in plasma wakefield 

excitation (fs—ps)
> MHD/Fluid codes are common to use for bulk plasma evolution effects on longer timescales (ns—µs)

> Middle Ground: The Quasi-Static Approximation (QSA)
> Used to separate the timescales involved in plasma evolution and driver evolution
> A single timestep in driver evolution allows us to focus on the plasma evolution!

time
fs ps ns µs ms

3D PIC

MHD / Fluid
QSA PIC

benchmark-able region
benchmark-able 
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Can the QSA accurately describe extended timescales?

FBPIC

HiPACE++

> Preliminary benchmarking beyond the first bubble: 
> Typically, comparisons of QSA-PIC codes ensure that correct accelerating fields are produced in the first 

bubble 
> Here we show that a QSA-PIC code can reliably describe plasma evolution at long timescales for cases where: 

> Well-matched and/or slowly-evolving drivers are used —  
> Plasma electron trapping is insignificant 

> Offers a boost in computational speedup + reduction in computational resource usage

σ2
r = ϵn/(γkβ)
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Can the QSA accurately describe extended timescales?

FBPIC

HiPACE++

> Preliminary benchmarking beyond the first bubble: 
> Typically, comparisons of QSA-PIC codes ensure that correct accelerating fields are produced in the first 

bubble 
> Here we show that a QSA-PIC code can reliably describe plasma evolution at long timescales for cases where: 

> Well-matched and/or slowly-evolving drivers are used —  
> Plasma electron trapping is insignificant 

> Offers a boost in computational speedup + reduction in computational resource usage

σ2
r = ϵn/(γkβ)

> Advantages: 
> 1. Allows long timescales to be simulated feasibly 
> 2. Allows fast parameter scans of plasma evolution at short-medium timescales
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Extending to longer timescales with HiPACE++
> 1. Prolonged plasma electron oscillations for 

many plasma periods 
> 2. Facilitating a slow buildup of a central ion 

channel
> 3. Electron oscillation decay — energy from 

the fields in the plasma wave is gradually 
transferred to the electrons and ions in the 
channel

> 4. The motion of the electrons follows the 
motion of the ions — the plasma exhibits 
quasi-neutrality

> 5. Dense ion channel develops followed by 
a rapid shock expansion — depleting axial 
plasma density

> 6. At very late timescales, expect plasma to 
begin to thermalise and equilibrate
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ion’s plasma frequency: 
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Enabling qualitative scalings with ion species
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> FLASHForward demonstrated plasma 
recovery in 63 ns in argon 

> HALHF intends to use helium 
> How would plasma motion scale? 
> Dominated by the motion of the ions, so 

one may assume it would scale with the 
ion’s plasma frequency: 

timescales  ∝ mi
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Understanding longer term effects by looking at the shorter term

5% of max

1. Look at axial longitudinal electric field 
2. Look at axial field energy 
3. Gaussian smoothing — giving mean field energy 
4. Pick low threshold of field energy to signify wave 
decay time
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> Plasma evolution is a series of causes and effects: 
> Beam driver deposits energy into forming nonlinear plasma wave 
> Ions slowly quench energy of the wave 
> This depletes the wave with a  dependence — which has been predicted and observed: 

> Spitsyn et al. Phys. Plasmas 25, 103103 (2018) & M. Turner et al., Phys. Rev. Lett. 134, 155001 (2025) 
> As a result, the ion spike peak ensues with the same  dependence 
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> Plasma evolution is a series of causes and effects: 
> Beam driver deposits energy into forming nonlinear plasma wave 
> Ions slowly quench energy of the wave 
> This depletes the wave with a  dependence — which has been predicted and observed: 

> Spitsyn et al. Phys. Plasmas 25, 103103 (2018) & M. Turner et al., Phys. Rev. Lett. 134, 155001 (2025) 
> As a result, the ion spike peak ensues with the same  dependence 

3 mi

3 mi

> Plasma evolution and recovery relies on the interdependence of many consecutive interlinked effects
> But so far, these were all only for a cold plasma…

timescales  ∝ 3 mi
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Extending to investigate temperature effects
> Expectations and effects

> At hot temperatures, expect random 
thermal motion to damp the wave faster

> See little changes at low temperatures
> See region of high temperature which 

prolongs the plasma wave
> See expected quick damping at extreme 

temperatures
> Suggests use of extreme temperature 

plasma to be factored into designs?

1 eV

1 keV

5 keV
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Conclusions
> Summary: 

> Temperature effects are important for collider applications as they will deteriorate beam quality 
> Relevant timescales cannot be captured by PIC codes so introduced Quasi-Static Approximation 

> QSA allows multi-nanosecond simulations — extending beyond plasma quasi-neutrality 
> Demonstrated effects of ion species on plasma wave decay 

> He could be used to run high-repetition-rate machines like HALHF if a  scaling is followed 
> But plasma recovery timescales found to be dependent on initial plasma temperature 

> Next steps: 
> Address several limitations in HiPACE++ relevant to long timescales 

> Ionization, collisions, recombination etc. 
> Extend plasma evolution to longer timescales to reproduce experimental data of plasma recovery from 

FLASHForward 
> Apply these methods to inform on future experiments at FLASHForward 
> Apply these methods to inform on future baselines and modifications for the HALHF collider

3 mi

Thank you!
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Extra slide - simulation parameters & fits
Slide 2 simulations (HiPACE++) 
Plasma: 1e16 /cm3, Singly ionised Ar 
Driver parameters: 250 pC, 1 µm transverse rms, 40 µm longitudinal rms  
Witness parameters: 65 pC, 1 µm transverse rms, 15 µm longitudinal rms 

Slides 6-8 simulations (HiPACE++ & FBPIC) 
Plasma density: 1e16 /cm3 
Driver parameters: 600 pC, 5 µm transverse rms, 50 µm longitudinal rms 

Slide 9-12 simulations (HiPACE++ varying 9. ion mass and 10. temperature in Ar) 
Plasma density: 1e16 /cm3 
Driver parameters: 567 pC (nb/n0=100), 5 µm transverse rms, 50 µm longitudinal rms 

Fitting parameters 
All fits of t vs m_ion are to: t = a*m_ion**b + c 
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T [eV] b

1 0.37

10 0.49

100 0.49

1000 0.58

Scan b

Ion mass 0.31

Wave decay 0.33


