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Key points covered in this talk

* Scientific storytelling
* The writing process as a multiscale problem

* Perspectives on Al-assisted writing



My background

PhD in physics from ETH Zurich (in vivo NMR and MRI)

* Five years of postdoctoral experience at UC Berkeley and ETH Zurich
(‘ultralow-field” NMR with SQUIDs and atomic magnetometers)

* Joined in 2005 the editorial team of Nature Physics, involved in the launch and running
of the journal

e Left Nature Physics in February 2012 to found my own company to assist scientists with
scientific writing, editing, translations, teaching and consulting



The writing process

General points

Clear writing is clear thinking.

Good writing is rewriting.

“Look, writing is hard. It’s like some vile, incurable disease: There are bad

days, and there are worse days. And writing well is a two-stage process:
(1) write not so well; (2) fix it.” Jim Holt

What you write is most likely to be your legacy.

Clarity rules.

https://www.nytimes.com/2017/05/17/books/review/

do-i-make-myself-clear-harold-evans.html



The two modes of writing

1) Creative

— Find your ‘story’

2) (Semi-)mechanical

— Construct your text



Scientific storytelling

Writing a paper is different from keeping a lab journal.

Lab journal Paper

e Chronological e Coherent narrative

* Individual findings * Findings added to reach novel conclusions
 Adding pieces to the puzzle * Conclusions supported by data

> Describes what you are doing. » Reports what you have done.



Key elements of a good story

“The White Rabbit put on his spectacles. ‘Where shall | begin, please your
Majesty?” he asked. ‘Begin at the beginning,” the King said, gravely, ‘and

go on till you come to the end: then stop.”

Lewis Carroll, Alice's Adventures in Wonderland

From: Faber, J. How to write the introduction of a scientific article.

JWFO 1, E133 (2012).



Key elements of a good story

Background, open questions

— Why is the work interesting?
— What are major gaps or roadblocks?

Specific question addressed

— What is your contribution?
— Which gap have you filled?

Main results and their significance
— What can you or we do now that your or we could not do before?
— What do you or we know now that you or we didn’t know before?



Key elements of a good story

Baci ions
—> \

Specific question addressed
— What?

Main significance



The ‘hourglass structure’

Beyond your story:

Background

Your story

Beyond your story:

Perspectives

See also:

Wu, J. Improving the writing of research papers: IMRAD and beyond.

Landscape Ecology 26, 1345 (2011).



How to construct a Nature summary paragraph

Annotated example taken from Nature 435, 114-118 (5 May 2005).
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During cell division, mitotic spindles are assembled by microtubule-
based motor proteins"”. The bipolar organization of spindles is
essential for proper segregation of chromosomes, and requires plus-
end-directed homotetrameric motor proteins of the widely conserved
kinesin-5 (BimC) family®. Hypotheses for bipolar spindle formation
include the ‘push—pull mitotic muscle’ model, in which kinesin-5 and
opposing motor proteins act between overlapping microtubules®*”.
However, the precise roles of kinesin-5 during this process are
unknown. Here we show that the vertebrate kinesin-5 Eg5 drives

the sliding of microtubules depending on their relative orientation.
We found in controlled in vitro assays that Eg5 has the remarkable
capability of simultaneously moving at ~20 nm s™' towards the plus-
ends of each of the two microtubules it crosslinks. For anti-parallel
microtubules, this results in relative sliding at ~40 nm s”', comparable
to spindle pole separation rates in vivo®. Furthermore, we found

that Eg5 can tether microtubule plus-ends, suggesting an additional
microtubule-binding mode for Eg5. Our results demonstrate

how members of the kinesin-5 family are likely to function in
mitosis, pushing apart interpolar microtubules as well as recruiting
microtubules into bundles that are subsequently polarized by relative
sliding. We anticipate our assay to be a starting point for more
sophisticated in vitro models of mitotic spindles. For example, the
individual and combined action of multiple mitotic motors could be
tested, including minus-end-directed motors opposing Eg5 motility.
Furthermore, Eg5 inhibition is a major target of anti-cancer drug
development, and a well-defined and quantitative assay for motor
function will be relevant for such developments.

//www.nature.com/documents/

nature-summary-paragraph.pdf

https
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An example
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comprehensible to a scientist in any discipline, may be included in the
first paragraph if the editor considers that the accessibility of the paper
is significantly enhanced by their inclusion. Under these circumstances,
the length of the paragraph can be up to 300 words. (This example is
190 words without the final section, and 250 words with it).

Nature 596, 583-589 (2021).



Storytelling

* When is a good moment to publish?

* What to include in the paper?

— Have a story



Storytelling

Don’t forget the ‘so what’.

The Ratio of Proton and Electron Masses

FRIEDRICH LENZ
Ditsseldorf, Germany
(Received April 5, 1951)

HE most exact value at present! for the ratio of proton to
electron mass is 1836.124-0.05. It may be of interest to note
that this number coincides with 6x%=1836.12.

1 Sommer, Thomas, and Hipple, Phys. Rev. 80, 487 (1950).

Physical Review 82, 554 (1951).
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Storytelling — Posters



Storytelling — Science communication

A. Trabesinger Nature 543, S2-S3 (2017)

https://www.nature.com/articles/543S2a



Proposal writing
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The objective of the proposed project is to pioneer a magnetometry-based experimental framework for the detection
of time-varying signatures of the ‘dark sector’. This novel approach will enable systematic searches for particles
contributing to the dark matter and for dark-energy components. In a nutshell

The nature of dark matter and that of dark energy are among the central open problems in modern physics. There
are only few experimental bounds and so far no conclusive observations of dark-sector particles or fields.
Experiments enabling a direct coupling to the dark sector and thus a systematic search for and study of the
contributing particles and fields would open up new vistas for areas ranging from particle physics to astrophysics
and cosmology, and would in particular provide insights into the physics beyond the Standard Model.

Here, we propose a framework for such experimental searches based on high-precision magnetometers, and
networks thereof. Our approach is distinct from existing efforts in two ways. First, it will enable searches for so-far
unexplored couplings to ultra-light bosonic particles present in the Universe that could be components of dark matter
and/or dark energy, in particular axions and axion-like particles (ALPs). Second, we will develop and use devices
and methods tailored to search for oscillating and transient, rather than time-independent, effects. Specifically, we
will use nuclear magnetic resonance (NMR) techniques for detecting spin precession caused by background axion
and ALP dark matter, and geographically separated magnetometers for identify transient effects, such as crossing
domain walls of ALP fields, which have been proposed as a possible dark-energy component.

The devices and methods developed in the framework of this project will provide the essential components for
unique searches for a broad class of dark-matter and dark-energy candidates and might enable the key experiments
to understanding the dark sector.

Background,
open problems
https://cordis.europa.eu/project/id/695405

Question addressed

Main results
and their

significance
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In a nutshell

An ‘hourglass plus’



nature physics

Article

https://doi.org/10.1038/541567-024-02566-1

Empowering deep neural quantum states
through efficient optimization
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Accepted: 28 May 2024

Ao Chen® ' &Markus Heyl®

Published online: 1 July 2024

#|Check for updates

Computing the ground state of interacting quantum matterisa
long-standing challenge, especially for complex two-dimensional
systems. Recent developments have highlighted the potential of

neural quantum states to solve the quantum many-body problem by
encoding the many-body wavefunction into artificial neural networks.
However, this method has faced the critical limitation that existing
optimization algorithms are not suitable for training modern large-scale
deep network architectures. Here, we introduce a minimum-step
stochastic-reconfiguration optimization algorithm, which allows us to train
deep neural quantum states with up to 10° parameters. We demonstrate
our method for paradigmatic frustrated spin-1/2 models on square and
triangular lattices, for which our trained deep networks approach machine
precision and yield improved variational energies compared to existing
results. Equipped with our optimization algorithm, we find numerical
evidence for gapless quantum-spin-liquid phases in the considered models,
anopen question to date. We present amethod that captures the emergent

c ity in quantum many-body problems through the expressive power
of large-scale artificial neural networks.

Recently, neural quantum states (NQSs) have been introduced

Ithasbe istil in -matter and quantum
many-body physics to capture the essence of quantum bod:
systems thatis c i i i ity. Although

many numerical methods have been developed to access the quan-
tum many-body problem with strong interactions, it still remains an
extraordinary challenge to obtain accurate ground-state solutions,
especially for comple: i i ystems. The respec-
tive challenges depend on the method utilized, such as the ‘curse of
dimensionality’in exact diagonalization', the notorious sign problem”
inquantum Monte Carlo app Cor of

and matrix contraction complexity in tensor network methods'. One of

asa promisil ive for solving the quantum many-body prob-
lem by means of artificial », Thi

seen tremendous progress for QSLs”***. However, this method also
faces an outstanding challenge critically limiting its capabilities and
its potential to date. Due to the rugged quantum landscape”” with
many saddle points, it is typically necessary to utilize stochastic
T ion (SR)** in the optimization. SR is a quantum generali-
zation of natural gradient descent™ and has a O(N3) complexity fora
network with N, parameters, which impedes the training of deep
networks. C , the current ications of NQS mainly

n q
matter is the putative quantum-spin-liquid (QSL) phase in frustrated
magnets’. Although a large variety of different numerical methods have
been applied, the nature of many of the presumed QSLs still remains
debated, such as the prototypical frustrated Heisenberg/,—J, magnets
onsquare® " or triangular lattices” .

focus on shallow networks, such as a restricted Boltzmann machine
(RBM)**" or shallow convolutional neural networks (CNNs)***' with
nomore than ten layers and around 10° parameters. Many efforts have
been made to overcome the optimization difficulty in deep NQS based
oneitheriterative solvers”, approximate optimizers™ * or large-scale
supercomputers”’**. However, the cost of SR still represents the key

Center for Electronic Correlations and Magnetism, University of Augsburg, Augsburg, Germany. *“le-mail: chenao. phys@gmail.com; markus.heyl@uni-a.de

Nature Physics | Volume 20 | September 2024 1476-1481
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Summaries in interdisciplinary journals

Researchbriefing
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Efficient
optimization
ofdeepneural
quantum
states

Animproved optimization
algorithm enables the training
of large-scale neural quantum
states in which the enormous
number of neuron connections
capture the intricate complexity
of quantum many-body
wavefunctions. This advance
leads to unprecedented
accuracy in paradigmatic
quantum models, opening up
new avenues for simulating
and understanding complex
quantum phenomena.

The problem

The quantum many-body problem has
remained an outstanding challenge when
itcomes to the regime of strongly interact-
ing particles in two dimensions — a regime
thathostsimportant exotic phases (such

t pin liquids) and

dimensions, which are considered to be
among the most difficult quantum prob-
lems’: for so-called /;/, Heisenberg models,
we have shown that ground states can be
obtained with unprecedented accuracy,
compared with traditional methods, and we
have found strong numerical evidence that
the inliquid phases in these sys-

anexperimental frontier (for example, in
Rydbergatom arrays). Recently, the neural
quantum state (NQS) has beenintroduced
asacomputational approach to numerically
solve the quantum many-body problem". In
thi h, the quant i d

into anartificial neural network (asillustrat-
edinFig. 1a) and then the power of machine
learning is brought to bear.

However, a drawback in the NQS approach
has been that the training of the underlying
networks is not efficient. This hasimposed
critical limitations on network sizes and
therefore on the capability of the NQS to
solve the quantum many-body problem ona
large scale in challenging regimes”.

Thesolution

The training of an NQS, to determine the
ground state of aquantum many-body
system, involves the minimization of the
system's energy. This s typically achieved

lled imaginary-ti lution,
whichinvolves theinversion of amatrix of
size N, x N, asits key step, where N, denotes

tems are gapless — something that has been
the subject of long-standing debate.

Theimplications

Inquantum many-body physics, there is the
famous philosophy of ‘more s different,
highlighting the emergence of new phe-
nomena at different levels of complexity.
Formachine learning, there s a philoso-
phy of connectionism, meaning that new
levels of machine intelligence can emerge
where there is an enormous number of
artificial-neuron connections. Our work
brings these two ideas together and shows
that the emergent machine intelligencein an
NQSis able to capture the complex emer-
gentphenomenain strongly-correlated
systems — opening up anew perspective on
quantum many-body physics.

Although we have now demonstrated
that quantum magnets can be solved very
efficiently using NQSs, other challenges re-
main. For instance, clearly, the goal eventu-
ally would be to address systems of fermions
orelectrons, suchasin the context of the

the number of i g
artificial neural network. The computational
effort of this inversion grows as N, and

Hubbard model. However,
owing to the antisymmetric nature of fer-
mions, the NQS cannot be directly applied

becomesintractable for : ks. The
key contribution of our work is a refor-
mulation of the fundamental equation in
imaginary-time evolution, which curtails the
growth of computational effort, making it
linear with N, (Fig. 1b). As aresult, itis now

tofermioni . With the training of
NQSs becoming more efficient, itis now
pressing to design neural networks that are
better suited to the underlying fermionic
structures’.

Based on the advances made using NQSs

possible to train large
NQSs, with up to one million parameters,
and to make full use of the power of artificial
neural networks.

This new approach has enabled us to
target strongly interacting quantum
many-body systems with a new level of ac-
curacy, outperforming traditional methods.

Thisisasummary of:

Chen, A. & Heyl, M. Empowering deep neural
quantum states through efficient optimi-
zation. Nat. Phys. https://doi.org/10.1038/
41567-024-02566-1(2024).

Publisher's note
Springer Nature remains neutral with regard
tojurisdictional claims in published maps
and institutional affiliations.

Published online: 9 July 2024

We h: this concretely
for frustrated quantum magnets in two

Nature Physics | Volume 20 | September 2024 | 1381-1382

inth d h for quantum
many-body systems, itis also possible

to envisage using NQSs for quantum dynam-
ics— which would be very welcome in view
of the tremendous experimental develop-
ments in quantum simulators, such as
Rydberg atomarrays.

Ao Chen & Markus Heyl
University of Augsburg, Augsburg, Germany.
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Efficient \
optimization
ofdeepneural
quantum
states

Animproved optimization
algorithm enables the training
of large-scale neural quantum
states in which the enormous
number of neuron connections
capture the intricate complexity
of quantum many-body
wavefunctions. This advance
leads to unprecedented
accuracy in paradigmatic
quantum models, opening up
new avenues for simulating
and understanding complex
quantum phenomena.

The problem

Poody problem has

mained

dimensions, which are considered to be
among the most difficult quantum prob-
lems’: for so-called -/, Heisenberg models,

itcomes to the regime of strongly interact-
ing particles in two dimensions —a regime
that hostsimportant exotic phases (such

as quantum spin liquids) and represents
anexperimental frontier (for example, in
Rydberg atom arrays). Recently, the neural
quantum state (NQS) has beenintroduced
asacomputational approach to numerically
solve the quantum many-body problem’. In
this approach, the quantum state is encodes
intoanartificial neural network (asillustrat-
edin Fig. 12) and then the power of machine
learning is brought to bear.

However, adrawback in the NQS approach
has been that the training of the underlying
networks is not efficient. This has imposed
critical limitations on network sizes and
therefore on the capability of the NQS to

that ground states can be
obtained with unprecedented accuracy,
compared with traditional methods, and we
have found strong numerical evidence that
the quantum spin liquid phases in these sys-
tems are gapless — something that has been
the subj ng-standing debate.

Theimplications

highlighting the emergence of new phe-
nomenaat different levels of complexity.
For machine learning, there isa philoso-
phy of connectionism, meaning that new
levels of machine intelligence can emerge
where there s an enormous number of

solve the quantum many-body pi a

wlenging regimes’.

rhesolution

,to determine the
‘quantum many-body
system, involves the minimization of the
system’s energy. This s typically achieved
through so-called imaginary-time evolution,
whichinvolves the inversion of amatrix of
size N, x N, asits key step, where N, denotes
the number of parameters in the underlying
artificial neural network. The computational
effort of this inversion grows as N> and
becomes intractable for large networks. The
key contribution of our work is a refor-
mulation of the fundamental equation in
imaginary-time evolution, which curtails the
growth of computational effort, making it
linear with N, (Fig. 1b). As aresult, itis now

The training ofa

artificial connections. Our work
brings these two ideas together and shows
that the emergent machine intelligence inan
NQSis able to capture the complex emer-
gent phenomena in strongly-correlated
systems — opening up anew perspective on
quantum many-body physics.

Although we have now demonstrated
that quantum magnets can be solved very
efficiently using NQSs, other challenges re-
‘main. For instance, clearly, the goal eventu-
ally would be to address systems of fermions.
orelectrons, suchasin the context of the
paradigmatic Hubbard model. However,
owing to the antisymmetric nature of fer-
mions, the NQS cannot be directly applied
to fermionic systems. With the training of
NQSs becoming more efficient, itis now
pressing to design neural networks that are
better suited to the underlying fermionic
structures'.

Based on the advances made using NQSs

possible to train unpr large
NQSs, with up to one million parameters,
and to make full use of the power of artificial
neural networks.

This new approach has enabled us to
target strongly interacting quantum
many-body systems with a new level of ac-
curacy, outperforming traditional methods.
Weh: this.

Thisis asummary of:
Chen, A. &Heyl, M. Enpowering deep neural
quantum states through efficient optimi-
zation. Nat. Phys. https://doi.org/10.1038/
541567-024-02566-1 (2024).

Publisher's note
Springer Nature remains neutral with regard
tojurisdictional claims in published maps
and institutional affiliations.

Published online: 9 July 2024

for frustrated quantum magnets in two
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inth hfor quantum
many-body systems, itis also possible

to envisage using NQSs for quantum dynam-
icss— which would be very welcome in view
of the tremendous experimental develop-
ments in quantum simulators, such as
Rydbergatomarrays.

Ao Chen & Markus Heyl
University of Augsburg, Augsburg, Germany.
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FINER research questions

Feasible
* Feasibility depends on resources, time and finances.
e Access to people, materials and data is crucial.
* Data must be able to be collected within available resources.

Interesting
e Research should be based on genuine interest.

Novel
e The question should not simply copy existing research.
* It should offer new insights or extend existing insights.

Ethical
* Ethics is the primary requirement and requires approval.
* Minimising risks to participants, privacy and confidentiality are critical.

Relevant
e The question should arouse academic and intellectual interest.

Hulley, S.B. et al. Designing clinical research. 3rd ed. Philadelphia (PA):

Lippincott Williams and Wilkins; 2007.



Getting to the heart of the research project

Research

—>
C—

‘Story’

—>
—

Scientific paper

Thesis
Journal publication
Grant application




The two modes of writing

1) Creative

— Find your ‘story’

2) (Semi-)mechanical

— Construct your text



Constructing your text

 Manuscript level
Section level
Paragraph level
Sentence level

Word level
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Manuscript level



Constructing your text

Manuscript level
e Section level

Paragraph level

Sentence level

Word level



Typical structure of research papers

Wu, J. Improving the writing of research papers: IMRAD and beyond.

Landscape Ecology 26, 1345 (2011).



Typical structure of research papers

* Title

e Abstract

* Introduction

* Methods and results
* Discussion
Conclusions
Detailed methods

Supplementary Information/Material



Typical structure of research papers

* Title

e Abstract

* Introduction
Methods and results
Discussion
Conclusions
Detailed methods

Supplementary Information/Material



Paper title

Should describe what you have found, not what you have done
* “Observational evidence of nocturnal behaviour in Mesocricetus auratus”
* not “Observing the circadian cycle of Mesocricetus auratus”
* not “Do hamsters sleep at night?”

Concise, enticing, specific, accurate

Should include main keywords

Avoid
—> Acronyms
—> Questions

— Clichés



Bad titles

Avoid clichés like the plague

Holy Grail

Silver bullet / Magic bullet
Shedding light

Missing link

Paradigm shift

Rosetta Stone

See also: https://www.nature.com/articles/nphys724



Clichés

Formalin-fixed paraffin-embedded tissue: The holy grail
of clinical proteomics?

Specific subsets of mesenchymal stroma cells to treat lung
disorders — Finding the Holy Grail

In what sense a neutron star-black
hole binary is the holy grail for testing

gravity?!
Network Pharmacology: A Rosetta Stone for Traditional
Chinese Medicine

Silyl Imine Electrophiles in Enantioselective Catalysis: A Rosetta
Stone for Peptide Homologation, Enabling Diverse N-Protected Aryl
Glycines from Aldehydes in Three Steps



No rules without exceptions

IOP PUBLISHING JOURNAL OF PHYSICS A: MATHEMATICAL AND THEORETICAL

J. Phys. A: Math. Theor. 44 (2011) 492001 (5pp) doi:10.1088/1751-8113/44/49/492001

FAST TRACK COMMUNICATION

Can apparent superluminal neutrino speeds be
explained as a quantum weak measurement?

M V Berry : , N Brunner l S Popescu1 and P Shukla’

I'H H Wills Physics Laboratory, Tyndall Avenue, Bristol BS8 1TL, UK
2 Department of Physics, Indian Institute of Technology, Kharagpur, India

Received 12 October 2011, in final form 27 October 2011
Published 11 November 2011
Online at stacks.iop.org/JPhysA/44/492001

Abstract
Probably not.




Typical structure of research papers

Wu, J. Improving the writing of research papers: IMRAD and beyond.

Landscape Ecology 26, 1345 (2011).



Typical structure of research papers

* Title

* Abstract

* Introduction

* Methods and results
* Discussion
Conclusions
Detailed methods

Supplementary Information/Material



Abstract

* Your story ‘in a nutshell’

e Compact, self-contained summary

e E yolems
—\

e Specific question addressed
— What*

 Main ' their (demonstrated) significance



Typical structure of research papers

Wu, J. Improving the writing of research papers: IMRAD and beyond.

Landscape Ecology 26, 1345 (2011).



Introduction

‘Set ind for your target audience

— Kee| 2nce might (or, should) know already about the field
Explain the ground to the story to be told here
How does you clate to (and possibly differ from) precedent work?

In how far is your approach original?

Why are y and findings significant?
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Introduction



Typical structure of research papers

Wu, J. Improving the writing of research papers: IMRAD and beyond.

Landscape Ecology 26, 1345 (2011).



Typical structure of research papers

* Title

e Abstract

* Introduction

* Methods and results
* Discussion
Conclusions
Detailed methods

Supplementary Information/Material



Results / Discussion / Conclusions

Results

Present the data of your research
— Not a data dump, but coherent selection to support your conclusions

Discussion

Analyse the data and interpret them

— Based on your data, make your point

Conclusions
Discuss the potential implications and limitations of the work and give outlook

— Try to avoid repetition or concluding paragraph that merely summarizes what has been said before



Typical structure of research papers

Wu, J. Improving the writing of research papers: IMRAD and beyond.

Landscape Ecology 26, 1345 (2011).



Typical structure of research papers

e Title

e Abstract

* Introduction

* Results

* Discussion

* Conclusions

* Detailed methods

* Supplementary Information/Material



Methods and Supplementary Material

Methods

Put a ‘competent person’ in a position to be able to repeat the study.
— ‘Recipe’

Supplementary Material

Present additional detailed material to support and further substantiate the findings and conclusions
made in the main paper.
— ‘Shopping list’

— No additional findings or conclusions



Constructing your text

 Manuscript level

e Section level

 Paragraph level
 Sentence level

e Word level

Structure



Using Al intelligently

In the attached paper, does the abstract follow an hourglass structure?

Taking information from elsewhere in the paper, can you suggest a new, more hourglass-like structure for the
abstract (fewer than 200 words)?

Can you please draft a Nature-style abstract following their specific structure?

1) One or two sentences providing a basic introduction to the field, comprehensible to a scientist in any discipline.

2) Two to three sentences of more detailed background, comprehensible to scientists in related disciplines.

3) One sentence clearly stating the general problem being addressed by this particular study.

4) One sentence summarizing the main result (with the words “here we show” or their equivalent).

5) Two or three sentences explaining what the main result reveals in direct comparison to what was thought
to be the case previously, or how the main result adds to previous knowledge.

6) One or two sentences to put the results into a more general context.

7) Two or three sentences to provide a broader perspective, readily comprehensible to a scientist in any discipline,
may be included in the first paragraph if the editor considers that the accessibility of the paper is significantly
enhanced by their inclusion. Under these circumstances, the length of the paragraph can be up to 300 words.



Using Al intelligently

Taking the role of a Nature editor, would you consider the novelty and significance as being sufficient for sending
this manuscript out to peer review?

Let's continue on the Nature path nonetheless. Can you please sketch out a suitable structure for a revised full
manuscript, based on the information in the original paper?



Constructing your text

 Manuscript level
Structure

e Section level

 Paragraph level

Flow
e Sentence level

e Word level



Creating flow
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Structure: Backbone of your story



Creating flow
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Flow: Construct a coherent narrative



Constructing your text

Manuscript level
Section level
 Paragraph level
Sentence level

Word level



Creating flow

Paragraph level: Guiding your reader through the text

Left — From: Wu, J. Landscape Ecology 26, 1345 (2011).

Right — Nature Physics 20, 1152 (2024).



Guiding your reader through the text

Article

Highly accurate protein structure prediction
with AlphaFold
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Nature 596, 583-589 (2021).



Guiding your reader through the text

Nature 596, 583—-589 (2021).



Guiding your reader through the text

Nature 596, 583—-589 (2021).



‘Sighposting’

Help the reader navigate the text by setting markers (leading sentences)

Introducing background information
 "Historically, ..."
* "In the context of ..."

Presenting methods or procedures
* "Our approach involves ..."
* "By employing ..."

Highlighting results or findings
e "Our results indicate ..."
* "We observed that ..."

Discussing implications or interpretations
* "These results suggest ..."
* "From this data, we infer..."

Shifting to new topics or perspectives

* "By contrast, ..."

*"Having established X, we can demonstrate that ... "
Summarizing or concluding

* "In conclusion, ..."

e "Overall, ..."

Highlighting limitations or future directions
* "One limitation of this study is ..."

* "Future research should explore ..."

* "Further investigation is needed to ..."

Other examples: https://canvas.hull.ac.uk/courses/371/pages/signposting



‘Sighposting’

But never use ‘blank’ posts

Vague or uninformative introductions
* "In this section, ..."

* "It is important to note that ..."

* "As we move on, ..."

Redundant or repetitive phrases
* "As mentioned earlier, ..."

* "ltis clear that ..."

* "It goes without saying that ..."

Ambiguous transitions
* "Moreover, ..."
 "Additionally, ..."

* "Furthermore, ..."

Clichéd or overused phrases
* "The fact of the matteris ..."
* "With that being said, ..."

* "All things considered, ..."


















Constructing your text

Manuscript level

Section level

Paragraph level
 Sentence level

Word level



Creating flow
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How to construct a coherent narrative



One sentence, one message

Three features we have observed—the
bidirectionality of the conversion, its phase-
preserving nature and the absorption of
injected signal power during conversion—
provide firm evidence that state transfer is
occurring, and that we have accessed the
beam-splitter Hamiltonian that is
fundamentally capable of noiseless state

transfer.

We have observed three key features in the
conversion: its bidirectionality, its phase-
preserving nature, and the absorption of
injected signal power. These features provide
firm evidence that state transfer is occurring.
They also demonstrate that we have accessed
the beam-splitter Hamiltonian, which is
fundamentally capable of noiseless state

transfer.



One sentence, one message

statement We have found A. / A was used to do ...

e cause—effect Because we have A, there is B. / From A follows B.
A leads to B. / A enables B. / A is caused by B. / A results from B.

contrast Whereas Ais ..., Bis ... / Although A'is ..., Bis ... /

In contrastto A, B is ...

* comparison Whereas Ais ..., Bis .... / Compared to A, B is ...



Connecting sentences

Nature 596, 583—-589 (2021).
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Using Al intelligently

In the attached paper, do the paragraphs have a good signposting structure? Please present a
paragraph-by-paragraph analysis, citing the leading sentence for each paragraph, provide a short analysis and
suggest an alternative sentence where needed.

Now, let's focus on the abstract. Is there a clear thematic progression? Also here, please cite each sentence, provide
a short analysis and suggest an alternative sentence where needed.

How is the connection between sentences? Does sentence n pick up an element from sentence n-1 and pass
another on to sentence n+1?

Next, can you please familiarize yourself with the paper "Visualizing texts: a tool for generating thematic-progression
diagrams" (Functional Linguistics 6, 4; 2019) and then provide a graphical representation of the theme—-rheme
structure of our abstract?



Connecting sentences

In practice

— Reading aloud

Key points
 Compact sentences: One sentence, one message
* Deliver your message clearly.

* Connect the sentences in a coherent manner.



Constructing your text

Manuscript level

e Section level

Paragraph level
Flow

Sentence level

Word level



Creating flow
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How to construct a coherent narrative



Constructing your text

 Manuscript level

, Structure
e Section level

* Paragraph level

Flow
e Sentence level

«  Word level Style



Using Al intelligently

e Can we now look again at the full paper and analyse language and style? Specifically, please focus on
1) finding typos and grammatical errors
2) identifying awkward expressions and non-native-speaker giveaways
3) flow and coherence of style and expressions
Please structure your output along these criteria, with first the original sentence, then your suggestions
(new text highlighted with bold face) and finally a short explanation.

e Can you please double-check?



Using Al as a ‘writing companion’: Key points

* The only thing that ultimately matters is content and clarity, not form
— Scientific writing is not about aesthetic virtuosity, but about clarity

— If Al can assist, then good, but the intellectual framework has to come from you
— You have to take responsibility for what is written

— Keep in mind that the text is ultimately ‘consumed’ by humans and not by Al

e Learn to interact meaningfully with Al technologies to truly benefit

— You need the necessary knowledge of your own (subject matter and language)
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A look under the bonnet

LLMSs



Use your own intelligence



Use your own intelligence

Guo, X., Dong, L. and Hao, D., Front. Cell Dev. Biol. 11:1339390 (2024).



Gell-Mann amnesia effect

"Briefly stated, the Gell-Mann Amnesia effect is as follows. You open the newspaper to an article on some subject you know
well. In Murray's case, physics. In mine, show business. You read the article and see the journalist has absolutely no
understanding of either the facts or the issues. Often, the article is so wrong it actually presents the story backward—

reversing cause and effect. | call these the "wet streets cause rain" stories. Paper's full of them.

In any case, you read with exasperation or amusement the multiple errors in a story, and then turn the page to national or
international affairs, and read as if the rest of the newspaper was somehow more accurate about Palestine than the baloney
you just read. You turn the page, and forget what you know"

- Michael Crichton (1942-2008)

https://www.epsilontheory.com/gell-mann-amnesia/

https://en.wikipedia.org/wiki/Michael

Crichton#Gell-Mann amnesia effect



Putting Al to good use

* Anatomy of a scientific paper
e Storytelling, the abstract

* Language and style

* Text construction

* The editorial process

e References



Academic writing in the dawning age of Al

My currently favoured tools

e DeeplL (Write)

e Claude

e (Microsoft Copilot)
 Undermind
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