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Abstract 
PREAMBLE. Artificial intelligence (AI)-based solutions have become pervasive in the field of 
Medicine due to the broad opportunities they can offer, including enhanced diagnostics, 
personalized treatments, and improved patient care. However, to fully realize this potential, 
several challenges must still be addressed. Given that it is understood that the road to bringing 
an AI-based support tool from the laboratory to the patient's bed is very long and laborious, it 
is worth underlining that even the previous phase of research and development of these tools 
still requires a great effort from the scientific community. AI-based clinical support tools are 
often very narrow in scope, lack transparency and are not trustworthy. 
RESEARCH OBJECTIVES. The AIM_MIA project will focus on a main methodological open 
issue related to the development of AI-based tools for medical data analysis: 1) mining multi-
input data, i.e. providing new analysis strategies to take advantage of the  complementary 
information encoded in data coming from heterogeneous sources.  To make progress in this 
field also requires addressing the following co-occurring key challenges: 2) handling 
incomplete/missing/limited datasets; 3) developing a dedicated data and IT platform for 
secure data management, linked to adequate computing resources. To achieve these goals, 
sharing data and knowledge within a broad scientific community (networking) will be a 
fundamental ingredient. 
METHODS. Three work packages will be devoted to address the scientific issues enumerated 
above. In WP1 advanced AI-based solutions to analyze relevant data regarding the health status 
of individuals (including demographic information, medical images acquired with different 
modalities, clinical scores, etc.) will be developed and validated. WP2 will be focused on the 
implementation of the technical solutions for data curation, missing data imputation, data 
augmentation, sample balancing etc., in order to extract as much information as possible from 
the available datasets which in most real-word cases are incomplete, limited or unbalanced. 
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The growing availability of public data repositories will ensure the feasibility of this project. 
The data will be organized and shared among the project collaborators via a dedicated data 
platform to be developed in WP3, which will rely on INFN computing resources. The 
continuous collaboration with clinical experts, relevant associations in the medical research 
field, and connections with other research projects funded by INFN or external Institutions will 
be managed in WP4, which is dedicated to scientific networking. 
EXPECTED RESULTS. A three-year research activity carried out by a research group with deep 
experience on these topics will certainly lead to a significant advancement in the strongly 
connected open issues described above. In terms of measurable performance indicators, the 
collaboration is expected to deliver several scientific publications in relevant journals (>5 per 
year). The data platform and software repository will constitute a tangible and reusable 
deliverable of the project. 

 

Proposal  

State of art 

Precision medicine is an innovative approach that aims to tailor disease prevention and 
treatments to the specificity of each single person, by taking into account the individual 
differences in genes, environment, and lifestyles. To make precision medicine a reality, 
various areas of intervention need to be improved (Denny and Collins, 2021): collecting data 
from large longitudinal samples of subjects, taking into account diversity and including 
minorities; improving the availability of data from the electronic health records (EHR) and 
genetic tests for research purposes; acquiring also parameters related to the environment 
and lifestyle of the subjects; archiving and preserving data in compliance with privacy and 
ethical requirements; exploiting big data collections to develop Artificial Intelligence 
(AI)-based models to support subjects-specific diagnostic and treatment pathways. 
Regarding the last point in particular, the scientific community began developing AI-based 
systems for the automatic analysis of medical data starting in the 1980s, when the first AI-
based decision support tools for automated reading of mammograms and chest X-rays were 
developed (Giger 2008).  
Jumping forward 4 decades to arrive directly at the present day, academic research has been 
developing several AI-based tools to support clinical workflows (Litjens 2017), and some 
solutions are also commercially available as CE-marked products  (van Leeuwen 2021). 
Nonetheless, it has been highlighted that the performance of current AI algorithms to 
support diagnostic imaging evaluated in the R&D stage is difficult to maintain in clinical use, 
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i.e. most AI-based tools lack generalization capability  (Park 2022). Moreover, it has been 
pointed out that AI algorithms are typically developed for a single specific task, e.g. to 
efficiently detect certain types of image abnormalities or a specific pathological condition. 
Their too narrow scope prevents their effective use in clinical workflows. AI-based systems 
would be more useful if they could predict more meaningful clinical endpoints, such as 
malignancy of lesions, need for treatments, patient survival (Oren 2020). To widen the scope 
of AI algorithms, they need to be fed with as much information as we have on the health 
status of subjects.   
The integration of the complementary information encoded in omics data, EHR, imaging 
data, clinical data, phenotypic information and lifestyle of subjects is expected to increase 
the understanding of human health and disease conditions, and finally to allow personalized 
preventive, diagnostic, and therapeutic strategies. The potential benefits that similar 
approaches would bring to the oncology field have been highlighted recently (Lipkova 2022). 
Two main challenges have to be addressed: the collection of a significant amount of such 
data for a large population; the development of advanced analysis strategies to mine 
heterogeneous data to exploit the complementary information they encode.  It has been 
agreed in recent years that scientific data should be collected and managed according to the 
FAIR guiding principles (Wilkinson 2016), according to which data should be Findable, 
Accessible, Interoperable and Reusable. Medical data collection for research purposes is 
however a world-wide issue that is beyond the scope of this proposal to be fully addressed. 
INFN has been developing computing infrastructures for enabling research in several fields 
of fundamental physics, and this expertise, which is extremely useful in medical data analysis 
(Retico 2021), is being extended to medical research also thanks to the projects funded by 
the PNRR. However, the recent review paper by Acosta et al. (2022) states «… we are far better 
at collating and storing such data, than we are at data analysis.» Therefore, since the 
development of innovative strategies to analyze data from heterogeneous sources, 
including solutions based on AI, falls very well within the expertise and the research interests 
of our research team members, the AIM_MIA proposal will be focused mainly on this 
challenge.  
 

Project objectives 

Objective 1. Mining multi-input data 

The investigation of the reports of different diagnostic tests and clinical information 
available for a patient allows medical experts to define an integrated clinical profile to 
outline the most appropriate care path. This task could be supported by AI, through the 
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design of data analysis models that accept heterogeneous input, thus allowing 
multidimensional analysis. However, it is not straightforward to develop models capable of 
analyzing digital data acquired with different instruments, given their high variability in 
format, dimensionality and informative content. The goal of Objective 1 is to develop and 
validate AI-based analysis pipelines that can handle a combination of heterogeneous 
data sources, which may include medical images, diagnostic tests, phenotypic and genetic 
data.  

Objective 2. Handling incomplete/missing/limited datasets 

In the context of multi-input data analysis, managing incomplete data and ensuring 
sample balance are two critical challenges. Sensor failures, manual data entry errors, data 
corruption, or the absence of a specific clinical test for some patients can strongly affect 
multi-modal data collection. Excluding patients with missing/incomplete entries may strongly 
reduce the dataset size and also lead to a selection bias. Objective 2 is focused on the 
development of strategies  for data curation, imputation and augmentation to avoid 
severe reductions of the sample, and to compensate for unbalanced or small samples.  

Objective 3. Developing a dedicated data and IT platform 

To enable the development of the analysis strategies mentioned in Objectives 1 and 2, the 
availability of large multi-modal data samples is needed. To ensure effective access to 
data shared within the collaboration, including raw data and processed information, 
Objective 3 is devoted to the development of a dedicated data platform, integrated with 
computing resources, and compliant with the FAIR principles and the GDPR regulation.  
 

Research methodology 

Algorithms to mine multi-input data  

The advancement of precision medicine, strongly depends on the possibility to combine data 
coming from different sources and to develop reliable AI models. Depending on the clinical 
question, a patient may undergo more than one different imaging modalities, such as CT, 
MRI or PET scans, different clinical tests, possibly genetic tests, and all these exams provide 
digital data with different types (numerical arrays, text) and dimensions. Even when we 
consider a single modality (e.g. the MRI with its multi-parametric nature), we may have to 
analyze more than one 3D volume of data. Moreover, complementary information, such as 
clinical or genetic data, have to be integrated and the correlation with the clinical outcome 
should be modeled. Due to the specific nature of data acquired in medicine (i.e. the 
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quantitative, semi-quantitative, contrast-based, structural or functional data, etc.), 
appropriate preprocessing is often needed to prepare and harmonize data before applying 
AI methods. 
 
The best method to merge multi-modal data cannot be defined a priori as well as the best 
combination of input data, as the implementation of multi-modal algorithms is strictly bound 
to the specific available data and research question. Many different approaches can be 
explored to achieve this goal. Different fusion strategies will be investigated, such as early 
fusion, joint fusion and late fusion (Huang 2020) as well as more advanced AI approaches 
such as Vision Transformers (ViTs) (Pei 2023). Another interesting approach could be the use 
of Convolutional Neural Networks (CNNs) to extract features to be used in a Transformer (Li 
2023) or, in case the problem needs to rely on large portions of images, the integration of 
radiomic features computed on those large areas with fine-grained features extracted 
instead by a ViT and/or a CNN. 
A selection of case studies that will be addressed during the project, for which the data are 
already available by the AIM_MIA research team (see table of available datasets below) 
includes, for example, neuroimaging studies to integrate anatomical and functional 
characteristics in subjects with Autism Spectrum Disorder (ASD) or to perform virtual 
biopsies in subjects with glioblastoma. 

Preliminary results by the research group on multi-input medical data analysis: 
● Integration of features from structural and functional MRI images (Saponaro 2024)  
● Integration of radiological images and clinical data (Lizzi 2024)  
● Integration of radiomic and dosiomic features (Piffer 2024)  
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Methods for dealing with incomplete/unbalanced/limited datasets 

Since medical image datasets are generally small, preserving all available information and 
filling in missing information is critical to developing reliable algorithms. This WP will focus 
on developing traditional and advanced data imputation techniques that can handle 
complex dependencies in multi-input data, and exploring novel data augmentation methods 
to generate high-quality synthetic data. Regarding the former, statistical methods for data 
imputation and tree-based algorithms with surrogate splits will be studied. As regards data 
augmentation, both traditional and advanced generative deep learning strategies will be 
applied. Traditional data augmentation consists in applying transformations such as 
rotations, flipping, zooming and so on and produces an increase of data samples that are 
quite similar to the original ones, achieving a slight improvement in the diversity of the 
dataset. For this reason, deep learning methods for data generation can be explored. These 
methods include Generative Adversarial Networks (GANs), Variational Autoencoders (VAEs) 
and diffusion probabilistic models. Moreover, another way to enlarge datasets can be the 
application of super-resolution techniques to transform low resolution images, e.g. DWI MRI, 
into high resolution ones. 
In addition, medical images can suffer from a partial lack of information, and the missing 
regions of the images could be provided by inpainting methods. Possible causes of these 
difficulties may be due to artifacts or positioning outside the MR field of view or, in CT, 
incomplete projection data due to sparse sampling or data truncation. Architectures like 
Context Encoder Network or GAN will be explored. 

Preliminary results by the research group on incomplete/unbalanced/limited datasets: 
● Systematic review of methods to tackle the small data problem (Piffer 2024) 
● Mixed use of public and proprietary data collections (Ubaldi 2021) or merging multiple 

data samples (Lizzi 2022) in AI model training 
● Transfer learning approaches in brain imaging (Fiscone 2024)  

 

Data platform  

An IT data platform will be developed on top of XNAT (https://www.xnat.org/), a fully open-
source informatics software platform, designed for medical imaging-based research;  it 
includes features suitable for managing medical imaging data and associated metadata (e.g. 
uploading and viewing images, organizing the metadata, sharing and downloading the data). 
The user interface allows the exploration of multimodal, multidimensional, and 
heterogeneous datasets through sorting and filtering. The configuration of a XNAT-based 
platform is highly customizable, also in terms of user permissions, and new data types can 
be created. The data platform will be compliant with the FAIR data principle and GDPR 

https://www.xnat.org/
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regulation, even though in the first instance the platform will be used to store public data 
only. The plan is to link the platform to adequate INFN computing resources so that the 
analysis tools can run on the stored data and the processed information can be stored back 
within the same platform. This unified structured platform will help in sharing source data, 
analysis tools, and output data within the collaboration. 

Preliminary results by the research group on data platform development: 
● A GDPR compliant platform was developed within the ARIANNA project  (Retico 

2017), https://arianna.pi.infn.it/it  
● A platform to foster the development of clinical AI-based support tools was 

designed in collaboration with AIFM (Retico 2021) 
 

 
 

Data collection 

Several multimodal datasets (see the table below) will be collected from publicly available 
data sources and organized in the AIM_MIA data platform.  

https://arianna.pi.infn.it/it
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In addition, Natural Language Processing techniques will be used to automate the search of 
publicly available datasets, and hence to expand the project data collection. Algorithms for 
scalable literature mining and document retrieval (e.g. ElasticSearch) will be adapted to the 
task and employed to mine and index publicly available corpora of scientific papers (e.g. 
PubMed) according to specific questions provided by experts. Deep Learning-based 
language models, e.g. BioBERT (Lee 2020), will be used to link questions and documents 
based on their semantic similarity. 
 

Project organization 

The objectives of the project will be achieved by 
means of the realization of four interconnected 
work-packages (WPs), which are described below. 
For each WP and for each task, a short 
description of the planned work and the 
indication of the leaders and of the contributing 
research groups is provided.  
The timeline of the project is shown in the Gantt 
chart below. Finally, a table with the list of the 
proposed Milestones and the corresponding 
deadlines is reported.   
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WP1. Mining multi-modal information 

WP leader:  A. Chincarini (GE) 

Task1.1 Feature-based approach to multi-input analysis 
Task leader: P. Oliva (CA);  Participants: BA, GE, LE, LNS, PV 
Several feature extraction techniques (including DL-based ones) will be set up to convert 
medical data into descriptive features to be processed with ML/DL approaches/  

Task1.2 Integration of multi-parametric and multi-modal imaging data  
Task leader: C. Talamonti (FI);  Participants: GE, LE, LNS, PV 
Automatic co-registration pipelines will be built for PET, structural and functional MRI for 
quantitative features extraction to develop ML approaches for diagnosis/prognosis and 
treatment monitoring of diseases. 

Task1.3 AI solutions for heterogeneous data analysis  
Task leader: M. Marrale (CT);  Participants: CT, GE, LE, LNS, MI, PI, PV 
Innovative approaches involving ViTs or multiplex networks (e.g. Heterogeneous Graph 
Learning for Multi-modal Medical Data Analysis) that integrate various types of image and 
clinical patient data, capturing the complex relationships between patients in a systematic 
manner, will be also explored. 

WP2. Handling incomplete/missing/limited datasets 

WP leader P. Oliva (CA) 

Task2.1 Traditional approaches for data curation and augmentation  
Task leader: G. De Nunzio (LE);  Participants: CA, MI 
Well established techniques for data augmentation ((flipping, resizing, cropping, brightness, 
contrast) ) and dataset balancing will be integrated in the project SW repository. Traditional 
approaches for data imputation (e.g. k-means, NN) will be also delivered. 

Task2.2 Medical Image Data Generation  
Task leader: C. Testa (BO);  Participants: FE, PV 
Generation of highly-resolved diffusion MR images (DW images) by means of a NN. 
Investigation and development of generative models for medical image (radiological, CT, 
ultrasound images) augmentation. Evaluation of GAN augmented datasets (Inception Score, 
FID, visual inspection). 

Task2.3 Data inpainting with CNN 
Task leader: G. Di Domenico (FE);  Participants: CA, CT 



 

 

 
10 

Development of deep learning methods for inpainting sinograms or volumes affected by 
metallic implant artifacts. 
 

WP3. Data platform and computing infrastructure 

WP leader(s): F. Lizzi (PI) 

Task3.1 Definition of requirements and user roles  
Task leader: C. Scapicchio (PI);  Participants: BA, PV 
Collection of the requirements for the platform and identification of which data and 
metadata should be stored. The data model will be defined together with the user roles to 
establish who can make what on which data.  

Task3.2 Realization and maintenance of the data platform prototype 
Task leader: A. Formuso (PI);  Participants: BA, BO, CA, GE, PV 
Technical configuration of the XNAT platform (project type, data model, use of plugins) by 
following the defined requirements and specifications. Maintenance of the platform 
supporting its usage by the partners. 

Task3.3 Integration of data processing pipelines and output storing  
Task leader: F. Sensi (GE);  Participants: PI, CA 
Integration of the AI-based analysis pipelines within the platform through the configuration 
of specific plugins available in XNAT to directly run the analysis on the data stored in the 
platform and directly upload and store the intermediate and final results in the platform.  

Task3.4 SW organization and repository 

Task leader: I. Postuma (PV);  Participants: GE, PI, BO 
Definition of a protocol for the storage of a dataset shared by multiple hospital partners and 
organization of the developed software in a well-organized repository. 

Task3.5 Data collection   
Task leader: N. Curti (BO);  Participants: CA, PI 
Collection of the data extracted from the datasets listed in the Table above and set up of 
NLP-based analysis to identify and other datasets of interest. Populating the data platform 
with the collected data both raw and pre-processed. 

 

WP4. Project management, outreach and networking  

WP leader: A. Retico 

Task4.1. Project management and networking 
Task leader: A. Retico;  Participants: local group coordinators and WP leaders 
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Activity planning and continuous monitoring of progress progression fostering the 
cooperation and exchange of ideas among researchers from the different groups involved. 
Strengthening the network of researchers interested in the development of advanced 
analysis techniques for medical applications. 

Task4.2. Collaboration with AIFM and other associations 
Task leaders: C. Talamonti (FI), A. Chincarini (GE); Participants: all groups 
Continuous exchange of research ideas with AIFM and other associations active in the field 
of medical data analysis. Preparation of joint research proposals. 

Task4.3. Outreach 
Task leader: ME Fantacci (PI);  Participants: all groups 
Definition of an outreach program for the project, exploiting synergies and collaboration with 
AIFM, medical associations and collaborating Universities.  Preparation of dissemination 
materials and participation in public events. 
 

 
 
 

Deadline Milestone Description 

31/12/25 M1.1 
Definition of a generalizable AI-based pipeline that integrates features extracted from 
heterogeneous data  

31/12/25 M2.1 Implementation of traditional data curation pipelines 

31/12/25 M3.1 
Identification of requirements, user roles and datasets to be included in the data platform, 
and creation of a shared SW repository 



 

 

 
12 

30/06/25 M4.1 Kick-off meeting organization and plan of collaboration with external parties  

31/12/26 M1.2 
Definition of a generalizable AI-based pipeline that integrated multiparametric or multimodal 
images  

31/12/26 M2.2 Inpainting of metal artifact corrupted sinograms with NN 

31/12/26 M3.2 Instantiation of a XNAT platform prototype and integration of data sets  

39/06/26 M4.2 
Identification of joint research or dissemination activities to promote the networking among 
researchers from different Institutions and associations 

31/12/27 M1.3 
Definition of an AI-based pipeline that integrates images and features extracted from 
heterogeneous data  

31/12/27 M2.3 GAN generation of medical images 

31/12/27 M3.3 Integration of data processing pipelines and output storing 

31/12/27 M4.3 Organization of a workshop to discuss the results of the project with stakeholders  

 

Description of the research group 

The research team is constituted by INFN staff personnel (researchers and technologists),  
University staff members associated to INFN, and many young collaborators (PhD students, 
postdocs and young fellows) from either INFN or collaborating Universities. The main 
expertise and interests of each research group are described below. The involvement of each 
group in the WPs and tasks is highlighted in the previous section, whereas the use within the 
project of existing infrastructures and the collaboration with external entities and synergies 
with other projects are described in the following sections.  
BA. Medical data analysis and managing of computing facilities. 
BO. Biomedical data analysis (multi-omics, imaging, clinical information) through ML, AI and 
advanced statistical methods. Design and implementation of analysis algorithms (eg. 
classification, regression, dimensionality reduction, data imputation). 
CA. Medical data preprocessing and analysis, simulations, imaging systems.  
CT. Medical imaging data analysis (MRI, CT), deep learning in medicine, development of AI 
algorithms.  
FE. Medical imaging data analysis, deep learning in medicine, artificial intelligence in   
tomography. 
FI. Medical imaging data acquisition, organization and analysis , clinical radiology and 
radiomic analysis. 
GE. Data analytics, modeling, nuclear neuroimaging, advanced statistics. 
LE. Medical data acquisition and analysis, development of AI algorithms, development of pre-
processing algorithms (for missing data and for dataset balancing). 
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LNS. Medical image processing and analysis, in particular for non-invasive imaging 
techniques. 
MI. Medical imaging systems, application of AI methods to clinical data  
PI. Medical data acquisition and analysis, data platform developing, computing facility 
developing and maintaining,  Data Protection Office team member (dpo@infn.it). 
PV. Medical imaging data analysis (micro-CT, CT, MRI), deep learning in medicine, SW 
organization and repository, small datasets handling  
   

Connections with external entities  

A long-standing collaboration between the research teams involved in the project and the 
local clinical centers (University Hospitals and IRCCS) at each site is active. At the national 
level, a 5-year research framework agreement has been renewed in January 2024 between 
INFN and the Italian Association of Medical Physicists (AIFM). This agreement foresees the 
collaboration between the parties for the synergistic realization of common research 
objectives in the healthcare field.  The collaboration can also leverage significant connections 
with medical associations thanks to the role appointed to some of its members. A few 
examples are : 
- the European Alzheimer’s Disease Consortium (EADC, https://eadc.online/) - A. Chincarini 
has been elected member of the Executive Board 
 -the Italian Association of Nuclear Medicine (AIMN, https://aimn.it/) - A. Chincarini has been 
elected member of the Neurological Study Committee. 
 

Synergic projects funded in the last three years on 
connected research topics  

A list of research projects on connected research topics active during the last three years and 
involving AIM_MIA members is provided below. The activity carried out in the INFN Data 
Cloud project (C3SN), which is connected to PNRR projects where a suitable and secure 
infrastructure to collect and analyze medical data is under development (EPIC platform), is 
definitely of interest for our collaboration. A continuous exchange of information and ideas 
with the INFN personnel involved in these projects is foreseen. Analogously, a collaboration 
is in place with the on-going AI_INFN project (CSN5), which is expected to be able to provide 
access to INFN cloud resources (including GPUs) via the AI_INFN platform.    
 

mailto:dpo@infn.it
https://eadc.online/
https://aimn.it/
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Projects funded by INFN  

● next_AIM [CSN5, 2022-2024], https://www.pi.infn.it/aim/  
● AI_MIGHT [CSN5, 2022-2024] 
● ML_INFN [CSN5, 2020-2023] 
● AI_INFN [CSN5, 2024-2026] 

Projects funded by Ministry of University and Research 

● PNRR CN ICSC Spoke 8 [2022-2025] 
● PNRR PE FAIR Spoke 8 [2023-2025] 
● PNRR PE HEAL Spoke 2 [2022-2025] 
● PNRR ECS THE Spoke 1 and Spoke 4 [2022-2025]  
● PNRR ANTHEM Spoke 4  [2022-2025]  
● PNRR POC-2022 [2023-2025] 

Projects funded by Ministry of Health  

● Piano Operativo Salute (POS), TELENEURART [2023-2026]  
● Ricerca Finalizzata 2021, Probing neuroinflammation in the prodromal stages of alpha-

synucleinopathies. [2023-2025] 
● Ricerca Finalizzata, AI algorithms to automate the Total Marrow (Lymph-node) Irradiation 

by VMAT optimization using WB-CT/MRI and synthetic WB-CT: AuToMI project. [2021-2024] 

Expected impact and transferability of the results 

The main research objective of this proposal is to develop robust and effective analysis 
pipelines to make predictions about the health status of individuals, by extracting and 
combining via multi-input AI-based tools the complementary and heterogeneous 
information provided by different data sources (images, diagnostic tests, phenotypic and 
genetic data). A significant contribution to the advancement of this field of research is 
expected within this 3-year research project. As a measurable indicator of performance, we 
propose the number of published papers in peer-reviewed journals relevant in the field of 
medical data analysis, which we expect will exceed five per year in our project.    
The transferability of AI-based tools into the Clinics deserves a dedicated effort. Should some 
multi-input analysis pipelines developed in this project demonstrate high performance, 
robustness and generalization capabilities such as to be attractive for commercial purposes, 
the INFN Technology Transfer office will be involved in investigating the feasibility of this 
possible exploitation. Otherwise, the multi-input analysis pipelines and the results obtained 
will be made available as open resources for the scientific community to promote the 

https://www.pi.infn.it/aim/
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reproducibility of the research results, and the large-scale validation of the AI-based software 
tools. 
In addition, the project includes the development of a dedicated data platform based on 
open-source software potentially of great interest to many similar projects that deal with 
heterogeneous medical data, and a prototype that could be replicated in other research 
contexts.    
Finally, another significant impact of this project will be the research network that will be 
consolidated. It will certainly constitute a solid context for young people in which to 
experiment with new ideas, while more experienced researchers will contribute to bringing 
out and grounding innovative approaches in this very dynamic field of research. 
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Financial Information 

Budget table 
 

Details on financial requests for 2025 

We made a request for the national INFN for accessing computing resources that are pivotal 
to carry out the AI-based analysis proposed by the AIM_MIA project. The request includes 
access to 2 NVIDIA A100 GPUs (with, possibly, 80 GB of VRAM) and 30 TB of fast storage which 
is necessary for the implementation of AI algorithms. Although medical image datasets are 
usually small, in fact, in multimodal analysis each subject may need a large amount of storage 
and VRAM especially for 3D images and genomic data.  
Travel requests for project meetings and joint work sessions between partners were 
included. Consumable costs for maintenance and replacement of small IT devices (disks, 
monitors). Open access publication fees are requested when not covered by agreements 
with Publishers stipulated by INFN or by the collaborating Universities.  
The costs of computational resources will be partially redirected on already existing INFN 
computing infrastructures (see also the requests in CALC5_TIER1). 
 
Estimated financial plans for 2026 and 2027 
 
The financial requests for the next two years of the project will not differ much from those 
of the first year. 
 
 
 

Budget Missioni Inventario Consumo manutenzione Licenze SW Pubblicazioni Totale 

2025 43,5 2 19,5 2 1,5 10 78,5 

2026 40 3 15 2 1,5 10 71,5 

2027 40 3 15 2 1,5 10 71,5 

Totale 123,5 8 49,5 6 4,5 30 221,5 


