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astroparticle experiments
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Centro Nazionale di Ricerca in HPC,
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o O IUIDEL S astroparticle experiments features:
Ve - .
o - wan-ere ¢ UNiquUe and unrepeatable data (ex. ultra high cosmic
R R events) constraint on uptime/dead-time
g * e * data could be acquired in difficult and extreme
E . - v JF *** conditions (ex. space, under water ice, etc)
*. conditioning the possibility of interventions and
Lo changes in the setup
EEE if
10~ T templates and montecarlo are needed not only to
T E F evaluates systematic but also to identify “candidates”
102 10¢ 106 108 10 100 of events. (ex OG, cosmic ray shower, etc) with large

Event Size [Byte]

bi h han f ' request of computing resources
igger rather than faster!

astroparticle experiments are characterised by having a -
different throughput respect to typical HEP experiments,
anyhow following a scaling law that underline how are
anyway demanding in the overall process.

for many experiment data need to often to be re-
calibrated and reconstructed many times with
discontinuity and peak in the usage of computing
resources

CSN2 2023 Computing Survey https://github.com/gmazzitelli/GSN2/blob/master/rateVsSizeAP.ipynb




spoke2 - WP3 - PSGE

Flagship 2.3.6 - PSGE (Pipeline optimization for space and ground based experiments)

 Space Gravity Missions, that requires order of 100vCPU
divided in O(5) VM to test the integration of current gravity
mission scripts in portable and optimised containers, and

to optimize them to run in cloud environment

N & GEANT4
Spoke 2 @i -ﬁ
WP2.1: Theoretical Physics

* JUNO and similar experiments, that requires order of
100vCPU divided in O(5) VM to test the integration of
JUNO da processing in portable and optimised
containers

WP 2.2: Experimental High Energy
Physics « CYGNO and small/medium experiments in the

d o astroparticle physics community, that requires order of
WP 2.3 Astroparticle Physics and 800vCPU divided in O(200) VM to test the integration of
Gravitational waves CYGNO CM, data processing in portable_and optlmls_ed
containers and deploy it for the astroparticle community
offering set of standard tools for data management and

data processing by means of batch system on cloud.

WP 2.4 Boosting Computational

performance
e GEANT4 simulations in HPC environments, that requires
WP 2.5 Architectural Support 50000 core/hours on HPC CPU to test and deploy a
GEANT4 based BoGEMMS-HPC framework for multi-
WP 2.6 Cross—domain Initiatives treading and multi-node simulation

- 100TB disk, 200TB tape

Tutte le risorse sono state assegnate dal RAC, 800+100 per CSN2



R&D/CYGNO use case

PHASE 0: PHASE 1: PHASE 2:
R&D and prototypes 1 m3 Demonstrator 30 m3 Experiment

2015/16 2017/18 2019/21 2022/25 2026..
ROMA1 LNF LNF/LNGS LNF/LNGS LNGS

ORANGE CYGNO_01 CYGNO_30

* objective: CYGNO, leveraging advances in CMOS
technology, aims to develop a large gaseous
Time Projection Chamber (TPC) for the detection of Al s Y
directional Dark Matter and Solar Neutrinos. a5 AN

T

- 1 cm drift - 3D printing - 50 cm drift - background
- 20 cm drift - underground tests - materials test, gas purification
- shielding - scalability - Physics research

i

* requirements: the computing model requirements align with those typical of small- to medium-scale astro-
particle experiments, including:

* DAQ throughput of ~10 Mb/s, along with slow controls

 Data management (storage, replicas, tape, etc), online reconstruction / reprocessing (recalibration and
reconstruction)

 Comprehensive analysis and simulation tools/facilities

* approach: utilizing the INFN Cloud and a containerized solution, ensuring portability, reproducibility,
scalability, isolation and security. Additionally, it integrates heterogeneous resources to efficiently handle

peak demand.

https://github.com/CYGNUS-RD/middleware/



approach

oo0¢ o middleware/conf at maste: -+

(D) &~ —> ) @ B github.com/CYGNUS-RD/middleware/tree/ma... =

* developing a set of Docker Compose

[ Files

Name Last commit messa ge

services for information exchange, deployed 2E | -

on VMs across various INFN Cloud sites.

 decoupling services into modular units
(e.g., token, rclone, CVMFS, ssh tunnels,
DB, tapes, etc.)

* providing a Jupyter-based user interface
for analysis and simulation development,
offering access to experiment S3 storage
and their heterogeneous computing
resources.

Q Go tofile

\ v @ conf
> BB analyzer
> @ backend
> @ backupper
> M@ cygnoui
> B grafana
> I kafka
> @ kibana
> @@ mariadb
> I rucio
> I s3webui
> B sentinel
> I sal
> @B sshtunnel
> B storage
> BB tape
> I tokener
> I web

> @ webapp-rgw

Y README.md

[ start_vm.sh

> B daq
> I dev
> Il help
> @ midas

> W@ script

9 .gitignore

BB analyzer

8 backend
8 backupper
B8 cygnoui

B grafana

BB kafka

B kibana

88 mariadb

8 rucio

B8 s3webui

BB sentinel

B sal

8 sshtunnel
BB storage

B tape

B tokener

8 web

8 webapp-rgw
) README.md

™ start_vm.sh

README.md

analyzer with download of root files

webserver

README

Update README.md

grafana su iam cygno

web area storage 1.0

Update README.md

copy tape form loca

Update README.md

storaga BA scripts and php memory on webserver

s3webu

Update README.md




Interconnections & data flow

HTCondor cluster

e ensuring communication via ssh
tunnels among sites

e ensuring access to heterogeneous
resources

« data backup on tape@CNAF

HTCondor cluster

HTICond%r

DB backup on S3 storage

HTCondor cluster

mongo

 notebook backup @LNF

tunnel2:
restart: always
image: gmazzitelli/sshtunnel
container_name: tunnel_kafka
envi":om*'ert:
REMOTE_PORT:
REMOTE_APP_NAME: localhost
LOCAL_PORT:
USER: mazzitel
REMOTE_IP: 131.154.98.101

Grdfdnd 3 % volunes: SOMMAND NAMES
o' | R . - /root/.ssh/daq_id:/root/.ssh/id_rsa

'/run.sh" grafana
backupper: '/opt/startup.sh" backupper

restart: always .
image: gmazzitelli/backupper:ve.1 '/Opt/StartUD.Sh" tunnel_sentinel
e '/opt/startup.sh" tokener

BCK_START_NAME : '/opt/startup.sh" tunnel_kafka

IAM_CLIENT_ID: ${IAM_CLIENT_ID) :
CYGNO Services TAM_CLIENT SECRET: ${IAM_CLIENT_SECRET} ‘docker-entrypoint.s.." mango_db
e volumes: '/docker-entrypoint..." pma_mdb
HTCondor cluster - /var/lib/docker/volumes/grafana_dbdata/_data/:/root/data/ - -
~ /tmp/:/tmp/ /opt/startup.sh backupper_sql
production production

'docker-entrypoint.s.." mariadb

tokener:

m image: gmazzitelli/tokener:ve.2

container_name: tokener

Cﬂ‘/ifOPI“C‘l“t:
80 a6

IAM_CLIENT_SECRET: ${IAM_CLIENT_SECRET}
IAM_CLIENT_ID: ${IAM_CLIENT_ID}
IAM_TOKEN_ENDPOINT: ${IAM_TOKEN_ENDPOINT}
SCOPES: ${IAM_SCOPES}



data pipeline

streaming/data management - reconstruction/online analysis

LNGS

—pAaQ
(LNF/LNGS)

online
consumer

mongo DB.

events producer

full data pipeline: reconstruction/online analysis (~10 minutes) CRREXEE
LNGS . CLOUD = path to automated final stage on tape g

CYGNO lib storage
. online
o T- analyser
3 7/ M2C h
runs E = Y. |

sentinel l

(LNF/LNGS)

§ consumer

reconstructed
runs (.root)




proto runs storage/tape data flow

2024-03

2024-05 2024-07

2024-09

2024-1

2025-01 2025-03

2025-05

Last *

173 TB

200 TB

cygno
200 TB
100 TB
0GB
2023-07 2023-09 2023-1 2024-01
: Number of
Time slot ot Eventrate  Number of events
i ‘1 as 3 Nov 2022 -
RUN 1: No-shielding 15 Dec 2022 4105 35 Hz 4 106
, I 15 Feb 2023 - . ;
RUN 2: 4 cm Cu shielding 15 March 2023 4.510 3.5 Hz 510
. N 5 May 2023 -
RUN 3: 10 cm Cu shielding 16 Nov 2023 1.6 106 1.5 Hz 7.3 105
RUN 4: 10 cm Cu + 40 cm water 30 Nov 2023 -
shielding 31 March 2024 210° 1.0 Hz 610°
RUN §5: 10 cm Cu shielding 17 May 2024 - 5 6
(neutron flux measurements) 1 Dec 2024 {ooms EnE 26l
Special data takings
AmBe for Nuclear Recoils 2-4 Aug 2023 2105 0.04 Hz of NR 2.5103NR
241Am for Electron Recoils 7-16 Nov 2023 7105 50 Hz 106 I
AmBe for Nuclear Recoils 5-15 Dec 2024 6 105 0.04 Hz of NR 7.0 103NR

0.03%

cygno-data

(.

cygno-data+segments

2024-05

2024-07 2024-09

cygno-data

Objects

923(

2024-1

2025-01

Quota

2025-03

® Last2years v Q

Name

== cygno-data

== quota
== cygno-data+segments

2025-05

65 TiB

) Refresh ~

Last *

9.62 GiB
65.00 TiB
65.00 TiB




hotebook v2

generalizing CYGNO WS analysis and simulation Ul

B OB M X mx F Q g FilBMar 1611

‘ Chrome File Edit View History Bookmarks Profiles Tab Window Help

1M 0 & Mem: 107.87/4096.00 MB

00 Downloads — root@vnode-0: [home/mazzitel — ssh nb0 — 155x8

home/mazzitel — ssh nb0

root@nb0:/home/mazzitel# myps

CONTAINER ID IMAGE COMMAND NAMES STATUS

"tini -g -- start.sh.." jupyter-mazzitel Up 22 hours (healthy)
jupyterhub-jupyterhub-1 Up 22 hours

"/bin/sh /config/rcl.." rclone Up 22 hours
"/srv/configurable-h.." jupyterhub-http_proxy-1 Up 22 hours
"/opt/startup.sh" cvmfs—-client Up 22 hours

35b83db817b9 gmazzitelli/cygno-lab:v2.4
b@687aaBa2lc  harbor.cloud.infn.it/datacloud-templates/snj-base-jhub:1.3.0-1 "/usr/bin/python3 /u.."

9blc2aa@b%al rclone/rclone

ae4693el68el  jupyterhub/configurable-http-proxy
8a934987ea@8 gmazzitelli/cvmfs-client:wpl-ve.1l
root@nb@:/home/mazzitel#

* upgrading base Ul OS/python/libs

* detaching process in multiple services composed
docker

* detaching Ul, by installing all needed programs
and experiment software on CVMFS
datacloud.infn.it and sft-cygno.infn.it

Working Station for CYGNO
experiment

A

V2

comments

jupyterhub
image

Centos 7
python 3.6

Ubuntu 22.04.5 LTS
python 3.11.9

Thanks to G. Vino

base software

image based

CVMFS

Thanks to WP6

libraries (python/C) image based CVMFS = [ cvmfs
Name - Modified
exPeriment image based CVMFS B8 datacloud.infn.it 2mo ago
software
] ] _ @8 sft.cern.ch 14y ago
configuration Image based CVMFS
notebook local (VM) distributed work in progress
storage (CANF/BARI) Tanks to WP2
experiment MINIO MINIO/S3@Ba/
storage (backbone) S3@CNAF

HTC

token based
(limited to cloud)

token based

TIER1/on demand
HTCondor on cloud

storage
webapp

minio

rclone/rgw

e @ CYGNO storage Web app

D & - 0O @6

(D) @ Private

C2 Inizio [J Al [ CLOUD [D Tutorial [ LNGS [J Acquisti [ Home [3 PNRR [ Navgation [ review [ Keep

https://github.com/gmazzitelli/notebook00/releases/tag/v2.4

CYGNO Storage Area

oonoacnr J emvecor

ANALYSIS SI@CNAF



http://datacloud.infn.it
http://sft-cygno.infn.it

HTCondor v2

@]  auto-e (auto-e) - Jupyterl  +

ﬂ:] — - Q) ® A notebook01.cygno.cloud.infn.it/user/mazzitel/lab/workspaces/auto-e [

C3 Inizio O Al O CLOUD [0 Tutorial [ LNGS [3 Acquisti [0 Home [ PNRR [ Navgation [0 review . Keep @ 3D @ Overleaf i= CV-record F FINECO

[:] : File Edit View Run Kernel Git Tabs Settings Help

= analisiTesi.ipynb X  m Terminal 3 X |+
N = + C nalisiTesi.ipy ermina
. USEFUL NOTICE: "Ubuntu 22.04.5 LTS", image v2.4, ptyhon 3.11.9
@ 4 - 'cygno_setup' to set CYGNO setup for reco, GENAT ecc
o - 'cygno_htc' to handle jobs queue
B ‘ Filter files by name Q ‘ Enabling htcatierl
t-‘ e . CYGNO:v2.4# cygno_htc -h
N R Modified Usage: TIPSR
= . Sluls oditie -t/-c --tierl/--cloud, configure/switch between htc@tierl and htc@cloud
U @ ba-storage st mo. -s —-submit, submit a job: -s <subfilename> <ceid> [only for tierl ceid=1-7 default ce02]
-f ——tranfer, tranfer files: -f <jobid> <ceid> [only for tierl ceid=1-7 default ce02]
& @8 cloud-storage d 0. -r --remove, remove jobs: -r <jobid> <ceid> [only for tierl ceid=1-7 default ce02]
0 - ¢ last —-q —--monitor, monitor jobs: -q <ceid> [only for tierl ceid=1-7 default ce®2]
cvmis astmo. -m —-myjobs, monitor my jobs (mazzitel): -m <ceid> [only for tierl ceid=1-7 default ce@2]
m M private last mo. -j ——jobs, monitor all jobs: -j <ceid> [only for tierl ceid=1-7 default ce@2]
-h —-help, show this help
— 8 shared last mo. CYGNO:v2.4#
O = CYGNO:v2.4# cygno_htc -q 5
htc@tierl WP IR
— Schedd: ce@5-htc.cr.cnaf.infn.it : <131.154.192.54:96197... @ 05/16/25 08:48:08
OWNER BATCH_NAME SUBMITTED DONE RUN IDLE HOLD TOTAL JOB_IDS

Total for query: © jobs; @ completed, © removed, @ idle, © running, @ held, @ suspended

Total for cygno@@5: @ jobs; @ completed, @ removed, ©® idle, @ running, @ held, @ suspended

@ U

o @) €)

2'DD @ WR »

Hi There . = Log Out

&

e

Total for all users: 11296 jobs; 6146 completed, © removed, 634 idle, 4513 running, 3 held, @ suspended

CYGNO:v2.4#

Simple 3M2® € CPU:19.70 % | Mem: 398.72 / 4096.00 MB
@ 0 & s ) 6

* ensuring long life job submission increase the

token lifetime

Terminal 3 1 Q

* pushing large file on storage as soon as possible
in order to be not ‘cleaned’ because of large size

* generating prisigned url/sub file within templates

script for the experiment community

] @ subber.sh (auto-e: 3)-Ju <+ S @

\ e“n

[z Inizio [0 Al [O CLOUD [J Tutorial [3 LNGS [ Acquisti [J Home [ PNRR [J Navgation [3 review [ keep @ 3D @ Overleaf #& CV-record F FINECO 0 DD @ WR @ Wikisource »

ED — = () ® O notebook01.cygno.cloud.infn.it/user/mazzitel/lab/workspaces/auto-eftree/cvmfs/sft-cygno.infn.it/config/templates/subber.sh N

[3 : File Edit View Run Kernel Git Tabs Settings Help Olight Hi There Log Out

1+ C = analisiTesi.ipynb X @ Terminal 3 X | = subber.sh ® = subcreator.sh X |+ o

Y o
@ ¢ 1 #!/bin/bash

o — 2 #RUN=26178
[:_——; Filter files by name Q 3 RUN=$1
a2 L » R e Wklioh 4 WHEN=$RUN #$(date +%F_%H-%M-%S) # field to personalize for output files/folder; it could be the run numeber, etc 5
I o 5 HHHHHHHHAH AR user configuration parameters HHHHHHHAHHHH TR
- Name - Modifid¥ 6 # HTCondor config \ . .
O K - ‘ 7 export BATCHNAME="mytest_reco${WHEN}" f -t

¥ [# presionedy astmo. Jy | exvort BATC Y jOb specification
B @ s3uploadPSU.py last mo. # 9 export IMAGE="/cvmfs/sft-cygno.infn.it/dockers/images/cygno-wn_v2.4.sif" # "“docker://gmazzitelli/cygno-wn:v2.4"

%. [ subcreator.sh last mg® = 10 export CPUs=4
\.--'. o 11 [ ] n [ ] [ ]

_ AR 12 # Experimet executable config Input SpeCIflcatlon

= 13 export EXECUTEPATH="/jupyter-workspace/private/reco_cloud"
o 14 export EXECUTE="reconstruction.py"

15 export ARGUMENTS="configFile_MANGO.txt -r ${RUN} -j${CPUs} --git 96c209647473ef7273012cbbb2338266216c4123"

1; prort OTHERFILE=$EXECUTEPATH/ IlSt Of OUtpUt flle tO upload

19 #

20 # files to upload on s3 when done ("a.txt" "b.sh" "c.dat")

21 #

22 declare —a FILENAMES=("reco_run${RUN}_3D.root" "reco_run${RUN}_3D.txt") # list of file to be upload on exit

23 export ENDPOINT_URL='https://minio.cloud.infn.it/"' # staorage end point " .

24 export BACKET=cygno-analysis # or cygno-sim (no ending u.t,-p ut SpeCIflcatlon
25 export TAG=From_queue/Dho # ex RECO/Winter23-patch2-ReReco (o ending sldsh!)

27 HHHHHHHHH R do not tuch the following code #HHHHHHHHHHHHHH AR
28 chmod +x ${EXECUTEPATH}/${EXECUTE}

29 source $CVMFS_PARENT_DIR/cvmfs/sft-cygno.infn.it/config/lib/subcreator.sh Create SUb flle

30 source $CVMFS_PARENT_DIR/cvmfs/sft-cygno.infn.it/config/cygno_htc -s $CONFOUTPATH/sub $CE

w submit job

Simple 3 2 {8 Shell 0 CPU: 59.60 % | Mem: 397.82 / 4096.00 MB Ln 18, Col 31 Spaces: 4 subber.sh 1Q
{} [][] Q) CO: \: :} O) *:_ 100 % 10:52

* experiment software and executing environment loaded
from CVMFS

https://github.com/CYGNUS-RD/mycondor?tab=readme-ov-file#tsubmit-job-to-cnaf




PSGE

shared pledge for the astro-particle community

* objective: to handle small pledge requests ) .x‘g@
and any potential calculation spikes "Mfk’\

* |ID&Auth: https://ilam.psge.cloud.infn.it/ 1
Admin GdL Calcolo CSN?2

HTCondor AP
Pilot factory

ayeereq

* Ul: https://ui.psge.cloud.infn.it/ - notebook,
VS code, remote desktop, remote ssh login

<
=]
] | ] ] ° & CYG! s3lic A Post X EUSu B Work X EUS Eror ! Inbox @ Gooc @Y sty EYswry 8 Poic BYsny Desnz Sy + @ v Fisica delle
* HTCondor tier2-ce2.Inf.infn.it (https://github.com/ICSC- S 0
| ] [ | | | [ ] 2 — File Edit View Run Kernel Tabs Settings Help Welcome to PSGE
. \' L s B + B *t C ™ mazzitel@ui:~ X @ Launcher X  + % o
m n a Filter files by name Q
D O e - re O O a I @ =/ =[] Notebook -
o :i‘ — Name - Last Modified
L"‘," - o-htc 8 days ago
" " " a 3 boto_out last month (K Local credentials
=i D sub 12 days ago Pythona VS Code (7 Dok
- ® Dtest  lastmonth (|p¢4;:cl) e (2} wva[ E’ls o
Y 4 @ test_budd.. last month
m 12 days ago
3 days ago
°© ) 3 days ago

* grafana monitoring: group usage share

* storage access: StoRM-WebDAV/Third Party Copy/RUCIO

* |deazione e implementazione C. Pellegrino e |. Abritta Costa


https://iam.psge.cloud.infn.it/
https://ui.psge.cloud.infn.it/
https://github.com/ICSC-Spoke2-repo/PSGE/blob/main/ASTROCM/GuideJobSubmission.md
https://github.com/ICSC-Spoke2-repo/PSGE/blob/main/ASTROCM/GuideJobSubmission.md
https://github.com/ICSC-Spoke2-repo/PSGE/blob/main/ASTROCM/GuideJobSubmission.md
https://github.com/ICSC-Spoke2-repo/PSGE/blob/main/ASTROCM/GuideJobSubmission.md

CYGNOO4/FLASH/GravNet

A Global Network for the Search for High Frequency Gravitational Waves

CYGNO4 is under installation at LNGS, with a O(10)
iIncrease of the throughput, preliminary test are
ongoing within the infrastructure designed.

FLASH/GravNet objective: develop the technique for
HFGW detector (MHz-GHz) to search primordial black
hole mergers, ultra-light dark matter interactions,
early-universe cosmological events

requirements: throughput O(100-300MB/s); timing (ns);
international collaboration with online/ofline requirement

of common data reconstruction, analysis and simulation.

The idea is to exploit the work done and preliminary
test are ongoing
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INFN Cloud users meeting
https://agenda.infn.it/event/42123/

 conclusions: define a set of common packages,

CLOUD Workshop available on the platform and adaptable to experiment
i Wednesday 19 Jun 2024, 1000 ~ 1800 Eurperfom resources; integrate services like RUCIO, CVMFS,
' ' Tier1/Cloud HTC access, etc., as soon as possible,

e e —— creating middleware standardization and shared

know-how;

.fm  the Cloud continues to be the way to provide
resources for R&D and the development of scientific/
management services for experiments, effectively

generating guidelines.

Speaker: Giovanni Mazzitelli

cygno_cloud.pdf

e * CSN2, due to the quantity and plurality of use cases,
T Spesker Giovami Mazztel certainly remains a key community for the
] development of the INFN Cloud.

|. Abritta Costa, L. Anderlini, A. Calanca, M. Duranti, G. Mazzitelli, N. Mori



conclusion

* the development carried out with CYGNO PoC has allowed to:
* successfully manage data acquisition for the CYGNO experiment;

* create a set of typical applications for a computing model for small to medium-sized
experiments (and perhaps also for the development of the infrastructure itself and a
user community).

* the generalization of the CYGNO PoC is followed by both the PNNR/PSGE project and
the CSN2 common queue, as well as future implementations for challenging projects
like CYGNOO4 and GravNet.

* the support from WP6 and WP2 has been crucial for the development and
implementation of applications.

* Engagement with the user community is growing, by sharing experiences, solutions, and
future needs.



