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Al eats HPC— Attack of the Killer Tensor
Cores

Prof. Torsten Hofler
ISC2023



Why Accelerators, Programming and Tools Converged

Workloads moving to low-precision computing Ontimcton anch Drves Parfomance and fic.ncy
« 30X Energy consumption going from FP8 to FP64 |
« 30X Compute speed up going from FP64 to FP8

Support for quantization and sparsity
» Vector scaling and zero points
« Structured (N:M) and arbitrary (>50%) sparsity

H100
Data Movement Optimization SXM
. . . FP64 34 TFLOPS
- Smaller data-type will manifest latency issue o
+ Dealing with Local and sparse connectivity rp3z ~30x /| 67TFLOPS
. . . TF32 Tensor Cor, 989 TFLOPS*
» Dealing with skyrocketing cost of network e ST TFLOPS’
technologies Tensor Core
FP16 Tensor Core 1,979 TFLOPS*

FP8 Tensor Core 3,958 TFLOPS*
INT8 Tensor Core 3,958 TOPS*

One language to rule them all
» Python Ecosystem includes Al and DS tools and
libraries



https://www.youtube.com/watch?v=N8CjBfvUE8c
https://www.youtube.com/watch?v=N8CjBfvUE8c
https://www.youtube.com/watch?v=N8CjBfvUE8c
https://www.youtube.com/watch?v=N8CjBfvUE8c
https://www.youtube.com/watch?v=N8CjBfvUE8c

Symbiotic Mutualistic Relationship

Reduction in Development Time and Errors

Multimodel Learning and Fusion for HPC Enhancing Model Size and Complexity

Synthetic Data Generation

. . Scientific Performance
Effient Parrallel Code Generation for HPC [App"cation ] [0 oti mization]

f N
Parrallel Accelerating
Processing ML
\ J
( N
HPC Distributed
Code System
J

Code Representation for HPC

Advancing Al/GenAl Training Efficency

stme | [ oo )
(e )

Facilitation of Natural Language Programming

Boosting Latency and Throughput for RT App

Chen, Le, et al. "Position Paper: The Landscape and Challenges of HPC Research and LLMs." arXiv preprint arXiv:2402.02018
(2024).
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In the past, we wrote the software and
ran it on computers. In the future, the

computer is going to generate the tokens
for the software

Jensen Huang
CEO, Nvidia



Al of Al 2027
Summary  Research
Tomorrow

Daniel Kokotajlo, Scott Alexander, Thomas Larsen, Eli Lifland, Romeo Dean

Fast robot
buildup and
bioweapon

Artificial Superintelligence

OpenBrain
quickly deploys
their AI

Superintelligent AI Researcher

Branch point:

Superhuman Remote Worker slowdown or race?

OpenBrain
Committee
Takeover

Superhuman AI Researcher .
OpenBrain's AI
becomes adversarially misaligned
US centralizes compute

and brings in
external oversight

OpenBrain automates
Superhuman Coder coding

>

https://ai-2027.com/
2026 2027 Apr Jul Oct 2028
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Al agent workflows will drive massive Al
progress this year. This is an important
trend, and | urge everyone who works in
Al to pay afttention to it.

Andrew Ng — Forbes “Agents Are The Future Of Al. Where Are The Startup Opportunities?”



Al Agents

import os
from langgraph.prebuilt import create_react_agent
from langchain_core.tools import tool

. from langchain_community.utilities import SerpAPIWrapper
Agent Runtlme from langchain_community.tools import GooglePlacesTool

( h # Setting up API keys
Question: “I want to book a flight...” Tools 0s.environ|"SERPAPT_APT_KEY"] = "XXXXX"
: os.environ|"GPLACES_APT_KEY"] = ™X0(X"
Thought: | should search for flights... PRS2
Action: Fllghts Tool | Flights # Define the search tool using SerpAPI
: g @tool
Action Input: Flights from Austin to Zurich e def search(query: str):
“I want to book a flight 1 s ""Mjse the SerpAPI to run a Google Search."""
from Austin to Zurich.” Observation: The flight tool returns many options T R T T ¢
o Search | e eV
s Thought: | should present these to user... [ return search. run(query)
Final Answer: Here are some ﬂights--- # Define the places tool using Google Places API
N @tool
Code ‘ def places(query: str):
\ """Use the Google Places API to run a Google Places Query."""
\ / places = GooglePlacesTool()
) return places.run{gquery)
( ) Calc ‘
J # Initialize the model
MOdel F model = ChatVertexAI(model="gemini-1.5-flash-061")
. »
# List of tools available to the agent
S £ tools = [search, places]
“Here are some flights that might interest you...” 4 Query to ask the agent
query = "Who did the Texas Longhorns play in football last week? " \
"What is the address of the other team's stadium?"
# Create the agent using the model and tools
agent = create_react_agent(model, tools)
# Input message structure
. : . input = {"messages": [("human", query)]}
Agent ‘ — ‘ Extension ’ > ‘ Gocdle Hights Agent — Function ? Googfpl:llghts

# Process the agent's response in stream mode

A for s in agent.stream(input, stream_mode="values"}):
Yl ™ message = s["messages"][-1]

if isinstance(message, tuple):
[1] 3 Known Function Specs: get _flights, get_map, get_weather print(message)
[2] "The user wants to search for flights. call get_flights ..."
[3] Return {“function_call”: {“nome”: “get_flights”...}}

[1]"The get_f1ights method can be used to get the latest...”
(2] "When the user wants to search for flights, call get_flights ..
[3)“Input args for get_flights are argl.arg2.."

else:
message.pretty_print()



Model Context Protocol

Local System

MCH > MCP Server A
Protocol

A

A

Host with MCP Client MCP
(Claude, IDEs, Tools) "" MCP Server A

Internet/CSP

A

ool e MCP Server A Web APIs
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Agent-2-Agent Protocol -

Agentic Al will be the new Stack? Y142k ¥ 12
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Local Agents

e

Agent Framework

Local Agents

[ Vertex Al (Gemini API, 3P) ]

Agent Development Kit

(ADK)
! !
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Agentic Al in Particle Physics T
The AutoFLUKA case

Figure 6: Plots generated during the workflow; (a)- Spectral flux extracted from the
“_sum.lis” output file; (b)- cumulative flux also extracted from the “_sum.lis” output
file; (c)- Spectral flux extracted from the bin-wise “_tab.lis” output file. Notice that this
is identical to the “_sum.lis” file data and was done for verification purposes.

Al Agent (supervisor) E -z \L@é‘umn

Log into st TERC 000 17 DETECT Card energy Oepositan
system to 016 — i Detecior ] =
prompt oo it s
action(s) bt SEngyount oo
- < oos
5 oa
Step 1: Create FLUKA Base |, £ E om0s
and Template Files £ T~ F oo
g oo v 3
L ™
oo}~ )
0002
L
Step 2: Load, modify Step 10: Validate (safe 3 . o001
——) | Template File, Create Multiple results), Repeat the wio® 107 108 08 ® 1100 a0’ o o
Input Files from it process for parameters Energy [Mev}-Log Scale iion
7 (a) (b)
Step 3: Compares the Input ‘ Figure 7: (a) -Energy deposition spectrum in a low-density Tissue Equivalent gas recorded
Files with the Template File to -

by DETECT card in FLUKA showing unwanted spikes due to wrong settings in the
physics cards; (b) The same code with the inclusion of EMFCUT (PROD-CUT activation),
DELTARAY, MULSOPT (with single scattering activation) and removal of PART-THRES
and EMFFIX cards as recommended yielded the correct results. AutoFLUKA was able
to reproduce these recommendations even more col ely

Ensure Everything Aligns

Step 4: Execute and monitor

FLUKA simulations until Step 9: Visualize Data

complete if Satisfactory? m

Lineal Energy Distribution

i " T
Step 5: Extract useful FLUKA data \
(fluence, energy deposition, etc) and Average Quantit
compute Average Uncertainty } o8 E [keV]: 02474+ 0.0002
H yE[kev/um]: 7.4205 £ 0.0046
BT h H t ob yD [kev/um J: 23.1378 £ 0.0093|
Step 7: Compute cene A ﬁh" 08 P’“:::E :’ \ i Q_ICRU: 338564 0.0986
required nps, Goto  |(em—— p 6: Is Average H 3
= Step 2 Uncertainty(s) < x%? Yes Jason, plotting, etc) v\ >
No Nuka_data_plotter 04
Figure 1: Schematic of a hypothetical FLUKA workflow adopted for the automation. J 2 02
Steps 3 and 9 are highlighted because they require a human in the loop to verify the S
FLUKA-Fortran code syntax and to judge the accuracy of the results respectively. 00
Lm0 107 10° 10* 10° 10° 104
0 y (keVium]
Y
— Figure 9: Dose distribution of the lineal energy generated by the microdosimet-
spec tool. E represen ge energy deposited in the Detector’s sensitive
; volume which simulates the Tissue site, yF represents the frequency-mean of the lineal
v energy while yD represents the dose-mean of the lineal energy.
END
(b) 4.50E-02
E’j’m” 4.00E-02 D
Figure 4: Schematic view of the multi-agent workflow, showing the supervisor Al agent at b2 ::::::
the top, coordinating actions of different agents within the blocks. (b) ~Graph visualization 2 19 z 250802
of the multi-agent workflow. Notice that each agent takes actions from as well as reports -5 § amea B
. . . . SINTC = 1.50E-02
back to the agent supervisor until the task is marked as complete, after which the FINISH G Bean S inie £
2 AR P < : S R v 5 A
+ END sequence is triggered. The human in the loop is to log into the system to initiate o 5.00E-03
3 o 1 PMMA —_ 0.00E+00
the action. - E-———— 5.00E0000 020 040 060 080 100 120
5 [
3y ~9-s-7-6-5-d-3-2z-10li 23456789 001 depth in PMMA [cm]
(a) (b)

Figure 8: a) - Irradiation scenario in FLUKA for the Design of and optimization of Hex-
TEPC ; (b) Different irradiation positions across the Bragg peak for a 62 MeV /u carbon
ion beam passing through Polymethyl methacrylate or PMMA (Ndum et al., 2024).



Exponential Demand for Compute

The amount of computation we need at this point because of agentic Al, because of reasoning,

is easily 100 times more than we thought we needed this time last year.
— Jensen Huang, GTC 2025 Keynote

Al is going through an inflection point

Inference compute scales
«  “By 2028, over 80% of Al accelerators will be used for exponentially with persistent

. . reasoning loops and autonomy Training compute scales
0 » .
inference, up from 40% in 2023.” Gartner, (2024) (Agentic Al) exponentially with larger
models, multi-modality,
* “Inference is expected to become the dominant workload Inference re'”fﬁrc.erge“t learning, and
’ . Trainin synthetic data generation
by 2030.” McKinsey (2024) g

* “Asthefocus of Al shifts from training to inference, edge
computing will be required to address the need for
reduced latency and enhanced performance.” IDC (2023) OpenAl o3,

/ R1, etc.

2025 2026
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Al Factories

New Class of Data Centers
Production of tokens for digital intelligence

Raw Material: Electricity + Data
Product: Tokens

Production metric = (Token /sec)

W

Data —

—— Al Factory

—— Tokens




Infrastructural Challenges

- Hardware -
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INNOVATION

The Silent Burden Of Al: Unveiling The Hidden
Environmental Costs Of Data Centers By 2050

@ By Yusuf Sar, Forbes Councils Member.
for Forbes Technology Council, COUNCIL POST | Membership (fee-based)

Aug 16, 2024, 07:45am EDT

«  Microsoft plans to invest $100 billion over the next five years
« Google plans to invest an additional $100 billion in expanding its data
* Amazon is also heavily investing in the same range as Google and Microsoft.

lllustrative Examples of the Impact:

* Power consumption is projected to increase to 1743 TWh by 2030 (from 524 TWh)
- 828.925 million tons of CO2
« Additional 73.931 million tons of CO2 for Server Production

Key considerations:

» Sustainable Power Integration

« Hardware Lifecycle Management
+ Transparent Emissions Reporting
« Innovation In Energy Efficiency

@ Sam Altman & B

it's super fun seeing people love images in chatgpt.

but our GPUs are melting.

GHIBLI IS MELTING

CHATGPT'S GPUs!
Not literally, but OpenAl is
hitting its limits.

15



How to visualize
828Mt?

The Palace ofthe | erea, r il H:ﬁjiﬁjj

Parliament is the heaviest | <ipmmpmiteas - -« i - 1AEA CHL
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The Cost of Al

traditional cooling systems (airflow)

The Palace of the Parliament




The Cost of Al

The Palace of the Parliament




The Cost of Al

Neptune DWC systems (liquid)

The Palace of the Parliament




Smarter Engineers in Energy Efficiency — a Lifetime Payback

Heat Mitigation Innovation
Lower fan speed, less power

Liquid to Air Exchanger Thermal Transfer Module
(L2A) (TTM)
' o

Efficient Component Selection Liquid Cooling
Same work, less power Rethink how cooling gets done
Rear Door Heat Exchanger iqui
Titanium Power Idle Power State Low Loss " J Liquid COOI? SIS
Supplies Controls Materials @

Dynamically

optimize the
y frequency and

i~ N power control

';.;‘ -
»
\

PLUS |, & o
TITANIUM

© Neptune




Lenovo Sustainable Solutions

Lenovo Neptune™

Up to 40% reduction in power
costs resulting from a 3.5x
improvement in thermal efficiencies vs.
air cooled

7 —1

Lenovo TruScale

Avoids over-provisioning, reducing energy
consumption for a lower carbon footprint

Factory Integrated Racks

Saving 3.5 million pounds of cardboard and
1.8 million pounds of plastic over 5 years

CO2 Offset Services

Carbon offset credits fund projects,
including reforestation, renewable energy,
and solar

More Sustainable Packaging

Including the use of 90%+ recycled foam
and bags made from 30% ocean bound
plastic

Lenovo Asset Recovery

15 years experience in asset recycling and
more than 1M+ assets properly disposed



MLPerf Race

T+
Rounds 20+

Submissions

Winnings
Benchmarks

125+

MLCommons
Members and
Affiliates

50+

Benchmarked
Platforms

2020

Started
Membership

6

Benchmark Suites

56,000+

MLPerf
Performance
Results to-date

Reduced Provides a standard
complexity, quicker  ‘ryler’ for Al workload
deployments
and time to value software

Better Al for
Everyone

Building trusted, safe, and efficient Al requires
better systems for measurement and
accountability. MLCommons’ collective
engineering with industry and academia
continually measures and improves the
accuracy, safety, speed, and efficiency of Al
technologies.

g L ©

Helps improve Al Guide our customers
workload to the best solutions

performance performance through

improvements



Infrastructural Challenges
- Software -

Lenovo 2025 Lenovo Internal. Al rights reserved



Critical to Making LLM Work:
GPU Efficiency Solve the Bottleneck of LLM Scalability

» Very few people can build cluster with >10,000 GPUs GPUs TP CP PP DP Seq.Len Batchsize/DP Tokens/Batch  TFLOPS/GPU BF16MFU
« Complex communication bottlenecks makes GPU with low MFU. 8192 8 1 16 64 819 2 16M 130 3
» Loss convergence becomes more difficult in ten thousands of 16334 8 1 16 128 81% 16 16M 400 3
. . .. 634 8 16 16 4 131072 16 16M 0 N
GPU distribute training cluster.
« Larger cluster brings higher failure rate. Table 4 Scaling configurations and MFU for each stage of Liama 3 4058 pre-traning, See text and Figun
{ cach type ol paralielism

Frequent GPU failures**
* more than 20 times per month in a 1000 GPU cluster, and GPU failures are

random. ::Tlrrl\:o:veln: Ca(t:'glory Interruplt:c:n Count %ofln:)erll:\:ptlons
» Single GPU failure brings down the entire cluster of 10,000GPUs for 1-2 GPU HBM3 Memory GPU 72 17.2%
hours. Netwoek Switch,/Cabl g ey 3 1%
* Low MFU* wastes 60+% of the money e e B et 2 gt
* Itis very hard to improve MFU of GPU, usually<40% in big cluster. <1 A % cull ! LA
* 50%+ of the computation doesn’t matter in training (not help convergence). Silent Data Corruption GPU 6 1.4%
o e . : i
Power Supply Host 3 0.7%
- Experiments compete for GPUs with model training 10 Expansion Bosd How o5%
« LLM training requires thousands of GPUs over several months. S g g
» Experiments require clusters of different sizes for days to weeks. System Memory Host 2 0.5%
» Static allocation of GPUs results in suboptlmallty & under utilization. Table 5 Root-cause categorization of unexpected interruptions during a 54-day period of Llama 3 4058 pre-training. About

TR7% of unexpected interruptions were attributed to confirmed or suspected hardware issues

*MFU: Model Flops Utilization
**The Llama 3 Herd of Models Llama Team, Al @ Meta



Hybrid Al Factory with Lenovo & NVIDIA

Validated applications
& solutions

60+ Al Applications & Platforms

Lenovo

Al Innovators 165+ Enterprise Solutions

Al Professional Services

Discovery

Advisory

Fast Start Deploy & Scale Managed

Data Management

Metadata store, Data Lake & Governance.

n CLOUD=ZRA

CINTA®

Data Lake
Structure, Unstructured, Vector DBs,
Graph DBs Knowledge Bases, loT/Sensors

AIPOD™

vmware’
Private Al Platform

Reference Architectures

Lo
Lenovo Lenovo r~S -
ThinkSystem - ThinkAgile Il Netape L@J et
80+ Al Ready Platforms \‘ ddﬂ
&/

WERA

Lenovo 2025 Lenovo Internal. All rights reserved.

LLMOps + System Orchestration ¢

Al Platforms & Data Science Tools
) NVIDIA Al Enterprise un: mifiow cnvrg.io @

e NVIDIA Dynamo ®
Pre-trained Al Models
ML, Voice, Vision, LLM

Data Tools
Govemance, Labeling,
Cleansing, Data Fabric

Frameworks
Voice, Vision, LLM

. Platforms e -
@ docker & kubernetes ~ S RedHat
Open-source Private Al GPT-in-a-Box™ OpenShift Al
Storage, Network & Compute @
ST &5 s My
& I NVIDIA

‘ 3
OVX4-8GPU HGXx 4 GPU HGX 8 GPU

25


https://lenovopress.lenovo.com/software/ai#resource_type=reference-architecture&sort=relevance

Al Starter Kits for Lenovo Hybrid Al Platform

Simple solutions to speed enterprise Al deployments

o e e e
Rapid Al adoption with pre- St S
>~/ validated, pre-configured solutions WEIN b LR
Small Medium Large XL
SaglolETo RS Ulo]olol MVl iaN=Tglo (o EI=Tolo MM Compute  SR675V3 SR675V3  SR675V3  SR675V3
<=2/ Lenovo solution e &)
Storage ~ DG5200 DG5200  DM7200F  DM7200F
GPUs L40s (4)  L40s(8)  L40s(16)  L40s (32)
Flexible expansion to scale with a Networking SN3700  SN4600  SN4600  SN4600
growing business Use Cases:
* RAG

*» Inferencing

** Model Fine Tuning =



The New 2025 Lenovo Data Storage Solutions Portfolio

21 New ThinkSystem & ThinkAgile Products

Mid-Range Flash Entry Flash/Hybrid Software-Defined SMB FC Switch
t
e@* L ‘ g | Lenovo = 7_
é:* Lenovo ‘ éé ey ! =z
High Performance, Flash Performance at ~ Simple, Channel Friendly Accelerated Roll-Out & Gen 7 Entry-level
Unified Al Data HDD Economics Entry-level Storage Simplified Lifecycle Switch for SMB
_ ThinkAgile HX Series )
* ThinkSystem DM7200F + ThinkSystem DG7200 « ThinkSystem DE4800F (2U24) « ThinkAgile HX630 V4 * ThinkSystem DB710S
* ThinkSystem DM5200F + ThinkSystem DG5200 » ThinkSystem DE4800H (2U12)  « ThinkAgile HX650 V4
* ThinkSystem DM5200H « ThinkSystem DE4800H (2U24) » ThinkAgile HX650 V4 Storage
* ThinkSystem DM3200F « ThinkSystem DE4800H (4U60) ThinkAgiIg VX Series
- ThinkSystem DE4200H (2u12)  ° ThinkAgile VX630 V4
- ThinkSystem DE4200H (2U24) - 1hinkAgile VX650 V4
InkSystem (2U24) . ThinkAgile VX650 V4-SAP
& ThinkAgile MX Series
‘\9 i =

ISG Common Bezel * ThinkAgile MX630 V4
* ThinkAgile MX650 V4

27



Smarter
technology

thanks.
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