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Correlation electronics
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CBC2 Architecture

3Thursday, June 7, 2012



4
12

4Thursday, June 7, 2012



CBC2 Flip Chip ASIC
FLOORPLAN
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Macro pixel ASIC floorplan
ØMPixel ASIC size:

¤ ~ 12 x 24 mm2
¤ Pixel size: ~ 100 μm x 

1500 μm
¤ # pixels: 128 x 16 = 2048
¤ Readout on one edge only

6
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Coincidence and data handling in 
the pixel ASIC
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2S-pT Module: Hybrid Topology
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Rigid substrates
§ Build-up substrates are commonly used for chip packaging.

• Core layer provides:

• Power/Ground planes

• Rigid core material.

• Mid density routing and through hole vias.

• Build-up layers are laminated on top and bottom of core:

• Very high density interconnections on constrained areas.

•  Microvias to connect build up layers to core external layers.

•  No through hole vias..

6 layers 8 layers 10 layers

Typical application
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Build-up substrates applied to CMS 
Tracker modules

HYBRID 2x1016 STRIPS HYBRID
COOLING & SUPPORTING STRUCTURE

CBCCBC

2x1016 STRIPS

HYBRID STRIPS HYBRID
COOLING & SUPPORTING STRUCTURE

Strip ASICCBC

PIXELS

Pixel ASICPixel ASIC

Rigid, organic build up substrates offer a standard baseline construction for the 2S and PS modules.

The routability has been confirmed using a 1-4-1 build up structure.

Non negligible mass, but power distribution is adequate to feed the ASICs.

Mechanical integration to be studied: glueing on cooling structure, interconnection with the service board, flatness for wirebonding and bump bonding, 
wirebonding through groove for bottom sensor.
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Flexible substrates
§ Flexible polyimide is a quickly emerging technology.

• Thin film flex technology made of spinned liquid polyimide on square panels.

• Very high density layouts: Tracks w/s = 20 μm, microvias = 30 μm.

• Silicon matching CTE = 3 ppm/K.

• Very low mass: Cu thickness < 7 μm, film thickness ≈ 10 μm.

• However: 4 layers maximum, no copper on base layer, limited power delivery capabilities.

Fabrication of Multilayer 
Structure on

Rigid Carrier Substrate

Assembling, Bonding,
Protection , Test

Separation of Multilayer
from Rigid Substrate

Reuse of Carrier

Fabrication of Multilayer 
Structure on

Rigid Carrier Substrate

Assembling, Bonding,
Protection , Test

Separation of Multilayer
from Rigid Substrate

Reuse of Carrier
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Flexible substrates
§ Packaging industry is adopting this technology for large volume and integration.

• Several suppliers are today available for panelized flex films.

• They all provide very high density, small microvias, thin foils on limited number of layers.

• Flip chip compatible, wirebonding compatibility to be evaluated.

• Trend is now to use this technique for:

• Roll to roll lamination of flex circuits for very large volume productions.

• Embedding of dies into multilayer system in package overmolded structures.

IMAPS MINAPAD Forum
Grenoble, April 2012.
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Flexible substrates for the CMS 
tracker modules

HYBRID 2x1016 STRIPS HYBRID
COOLING & SUPPORTING STRUCTURE

CBCCBC

2x1016 STRIPS

HYBRID

COOLING & SUPPORTING STRUCTURE
CBC CBC2x1016 STRIPS

2x1016 STRIPS

HYBRID
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Flexible substrates for the CMS 
tracker modules

HYBRID 2x1016 STRIPS HYBRID
COOLING & SUPPORTING STRUCTURE

CBCCBC

2x1016 STRIPS

HYBRID

COOLING & SUPPORTING STRUCTURE
CBC

Rigid substrate implementation

Bottom layer wirebonded through a slot window in 
the carbon fiber frame.

CBC2x1016 STRIPS

2x1016 STRIPS

HYBRID

Flex foil provides pads only on top layer: can’t 
bond to the bottom side.

Bond pads reinforcement on the base of the flex, 
under the bond pads.

Folding the flex in the slot window of the frame.

Flex substrate implementation
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Multi Chip Module-Deposited (MCM-D) to build FE directly 
on the silicon sensor

• Traditional silicon module 
build (electrical parts)

•  Sensors,flex 
circuit,substrate,pitch adaptor, 
wire bonds, FE-chips, passive 
components

• MCM-D 

•  Deposit dielectric and metal 
layers directly on thesilicon 
sensor Layout concepts 
similar to PCBs All-in-one: 
Sensor, hybrid, pitch-adaptor 
and strip connections

Cross-section of first prototype 

WIT 2012, 4 May 2012 L. Eklund, University of Glasgow 8 

SiO2 

Al strip 

BCB (6 or 12 µm) 
(dielectric) 

Cu/Ti layer  
(1 m) 

Via 
•  etched opening in BCB (45 º) 
•  coated with Cu/Ti 

Passivation  
(3-4 m  BCB) 

4 m Ni +  
150 nm Au 

implant 

Passivation (SiO2) 

Si substrate 
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Module read out architectures
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Ø Separate inputs for “trigger” and “readout”
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Some simulation results
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CMS - traditional geom.
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Data reduction

Hits

R=23 cm

R=38.2 cm
R=52.4 cm
R=108 cm

Clusters

Stubs

pT (GeV)
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Stub pT Measurement

1/pT is 
symmetrically 
distribuited!!

R 51 cm - mean √(1/pT): ~0.076
R 82 cm - mean √(1/pT): ~0.073
R 102 cm - mean √(1/pT): ~0.069

Single µ’s @ 5 GeV/c 

µ-strip 98 µm pitch 
sensors separation ∆R=1 mm
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Long Barrel layout (CMS)
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Geometry Comparison

Barrel+Endcap

Long Barrel
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21Thursday, June 7, 2012



Example: match ECAL+stub info
Matching between stub and projected electron trajectory:
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ATLAS

!"#$%&'()*!#+#,-'./+$/01/%,'23 4356786-'2+9:-'";%+0''<=>-'6786

!"#$%&'&()*"+&($,-.*&/01$*-

2+?/0'@#AB'C9/$D

(*A%B'(B%+;9'@!"#$%&'(D

EA#,'(B%+;9'@!"#)*'(D

F7
F8
F6

F<

FG

F6
F8
F7

F<

FG

E:H/%')AI1+#:B+A#9'9BC$+/$'JA%'B%:)K'B%+,,/%L
!'F7-'F8-'F6'@A#0H'9*A%B'9B%+;9D
!'F<-'FG'@A#0H'0A#,'9B%+;9D
!'F6-'F<-'FG'@I+?/$-'ACB/%'0:H/%9D

F786

F6<

F786

F6<G

23Thursday, June 7, 2012



ATLAS layout
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Fast clustering in ATLAS
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Performance in ATLAS
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Pattern recognition
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Local FPGA vs AM

AM
Chip

All data from the sector 
must flow into the AM 
chip. Data flow is a 
significant constraint

Rod M
FPGA

Rod N
FPGA

Routing
FPGA

Tracklet

18Thursday, May 24, 12
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φ arrangement within double-stack layer

Common supporting mechanics 

Pairs of stubs are combined to form “tracklets”

Self-contained φ sectors. 
Each sector needs to be combined with the 
two neighbouring sectors (left and right) to 

“contain” ~2.5 GeV tracks.

Long Barrel option in CMS
ØThe “long-barrel” double-stack layout

15 degree sector
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Find 
Tracklets

Off-Detector Processing

The local design minimizes data 
transfer and interconnection 
complexity.

• Input FPGA finds tracklets within 
rod N by comparing stub phis 
within a window defined by the 
beam spot

• Check that DZ is consistent with IP

• Project to other layers using a 
table look-up

• Move tracklet N information to 
destination rod N

• Compare tracklets N projection to 
tracklets and stubs in rod M to 
form track candidates

Routing
to other

layers
Find 

Tracklets

Find Tracks
tracklet/tracklet

tracklet/stub

Find Tracks
tracklet/tracklet

tracklet/stub

Track
Candidates

Stub

Stub

Tracklets

ROD N 

ROD M 

16Thursday, May 24, 12

Off detector processing

First latency estimate ~2µs

pT (GeV) σ(pT)/pT σ(z)

3 ~1% 1.5 mm

10 ~1.5% 0.6 mm

30 ~2.5% 0.5 mm
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The Event

Pattern matching with AM

...
The Pattern 

Bank

The pattern bank is flexible
set of pre-calculated patterns:
• can account for misalignment
• changing detector conditions
• beam movement 
• …

The pattern bank is a set of pre-calculated patterns
can accommodate for alignment
changing detector conditions
beam displacements

An Associative Memory holds different patterns banks and 
compares them with the current event pattern
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Too large AM? 2 step approach

Roads
1. Find low resolution track 

candidates called “roads”. 
Solve most of the pattern 
recognition 

Super Bin  (SB)
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Too large AM? 2 step approach

Roads
1. Find low resolution track 

candidates called “roads”. 
Solve most of the pattern 
recognition 

2. Then fit tracks inside 
roads.

 Thanks to 1st step it is 
much easier

Super Bin  (SB)
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Too large AM? 2 step approach

Roads
1. Find low resolution track 

candidates called “roads”. 
Solve most of the pattern 
recognition 

2. Then fit tracks inside 
roads.

 Thanks to 1st step it is 
much easier

Super Bin  (SB)

IFF smaller resolution wanted (probably not for Trigger)
OTHER functions are needed:   

Hit Buffer  + Track fitter  +  Hit Finder 
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Associative Memory for pattern matching

M. Dell'Orso and L. Ristori,
“VLSI structures for track finding”,
Nucl. Instr. and Meth., vol. A278,

pp. 436-440, (1989).

1 register
1 comparator
1 match FF
/ layer
/ pattern
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Anatomy of a PRAM
(Pattern Recognition Associative Memory)

CAM Cells 
(only few bits shown)

Address Match Memory

Majority Logic logic

Trace Length -> Capacitance -> Power Consumption or Reduced Speed
More detector layers, or more bits involved, design more spread out in 2D

à less pattern density, higher power consumption …
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Generating the pattern bank

Generatig the pattern bank!

A. Annovi - WIT 2012, May 5th 4 

Wide patterns Thin patterns 

High efficiency 
with less patterns (hardware) 
BUT more fakes 

More patterns (hardware) 
for same efficiency 
less fakes 

best compromise 
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A. Annovi - WIT 2012, May 5th 7 

High S/N 

low S/N 

A new “Variable Resolution 
Associative Memory” for High 
Energy Physics 
ATL-UPGRADE-PROC-2011-004 

doi:10.1109/ANIMMA.2011.6172856 

1 layer 

Increasing the pattern density
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Associative memories evolution
• Long history

• 1990: Full custom VLSI chip - 0.7 μm (INFN-Pisa), 128 patterns/chip: high 
pattern density, not easy design

• FPGA approach 1998: easier design but fewer density

• A good compromise is the standard cell approach used for the SVT CDF 
upgrade: J. Adelman et al., Nuclear Science Symposium, 2005 IEEE, vol. 1, 2005, p. 603. 

• 0.18μm (INFN-Pisa), 5000 patterns/chip, 6 buses input lines, 50 MHz/bus, 18 bits/bus

•  produced by UMC (Taiwan) - design time ~8 months + 2 months production

• All in all: allow to reach ~30K patterns/chip with 200 MHz/bus speed
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AM03 chip details

9.8 mm
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AM04 chip

AMchip03 AMchip04 effect 

Technology 180nm 65nm LP X8 pattern density 

Clock freq. 50MHz 100MHz Faster, higher power cons.  

Die size 10x10mm2 12x12mm2 X1.5 patterns (prototype 3.5x4mm2) 

Core voltage 1.8V 1.2V Lower power cons. 

Core power 1.3W 2W At 40MHz and 100MHz respec. 

Full custom No Yes X2 pattern density 

Layers 6 8 ! pattern density 

Patterns/chip 5k 80k 8k in prototype 

Ternary layers N/A 3 to 6 Better S/N with variable resolution 

Bits/layer 18 15 

Input hit b/w 4.3 12 Gbit/s 

2 event buf. readout 1st, load 2nd event 

AMchip Comparison!

A. Annovi - WIT 2012, May 5th 13 

The hard part: FTK goal 1 billion pattern for LHC phase I (80k patt * 16k chips) 
 push pattern density to the limit, keep power under control despite 
 x16 patterns x8/6 layers and 40MHz --> 100MHz 
 would mean x50 power consumption with same design & technology 

Breaking news! Arrive
d and under test
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Evolution of the AM

65 nm technology provides a factor          8 → 20000 patterns/chip
Full custom cell provides at least a factor 2 → 40000 patterns/chip
8 layers instead of 12 provides a factor 1,5 → 60000 patterns/chip
1,2 x 1,2 cm^2 2D chip 		 	      		    → 80000 patterns/chip
With a 2 D chip we gain a factor 30! 

1 AMboard: 128 chips → ~10 Mpatterns per board 
1 Crate:  16 AMboard →  ~160  Mpatterns  per crate

Current prototype under design:
65nm TSMC, 12mm^2 MPW run, 100 MHz running clock
8000 patterns/chip  8 layers each
Layer words of 12 bits + 3 ternary bits à variable resolution patterns
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Usage in ATLAS @L1.5
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Björn Penning, WIT 2012

Inner Tracker Overview

• PIX (3 layers) & SCT (4 double layers)

• Fit posses combinatorics problem, 
executed in two sequential steps:

- Use 8 layer for patter recognition 
and 8 layer fit 

- Refit track found using all 11 layer

16
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In principle, the pattern bank should be 100% efficient, with a road to match any track that could 
pass through the detector.  Such trajectories would include the effects of multiple scattering, 
detector resolution, strong interaction with detector materials, etc.  If rare, large angle scattering 
is included, the size of the pattern bank becomes extremely large.  Consequently we accept some 
pattern recognition inefficiency and generate the banks by including multiple scattering and 
detector resolution, but turning off strong interactions and delta-ray production.   

We define 11 logical silicon layers, each consisting of a barrel layer and disks to cover the full 
range of track rapidity.  We configure FTK to reconstruct any track leaving at least M-1 hits out 
of the M layers being used (for example the 7 layers of option A).  A combination of M physical 
silicon modules (one per layer) that can be crossed by a single track is called a sector (see figure 
3.3). 

SECTOR

Region

Region

Overlap
SECTOR

Region

Region

Overlap

 

Figure 3.3:  A simplified cross section of a silicon detector showing a sector, two regions, and a (large) 
region overlap. 

The first step in generating the data banks is to create a list of valid sectors.  It is determined 
from the large training sample by selecting the sectors that are hit by enough tracks to calculate 
the constants needed for the fitting stage, typically 15.  An important measure for both the sector 
list and pattern bank is the coverage.  This is a purely geometric quantity, defined as the 
probability that a track (with helix parameters within the desired range) intersects at least (M-1) 
of the M silicon layers within a sector/pattern in the bank.  In short, it is the fraction of 
reconstructable tracks based only on the detector geometry.  We first find a list of sectors and 
measure its coverage.  The sectors are then grouped to formed regions, each covered by a single 
FTK core crate.  Since each region contains separate AM banks, patterns crossing a region 
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PIX
3 layers,
 3 disks

Barrel SCT
4 layers

Forward SCT
9 discs

• To deal with data flow designed 
as highly parallel system 

- 8 ‘core crate’ with own pattern 
recognition and track fitter

- Detector subdivided in 64 
trigger tower

ATLAS FTK
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FTK working principle

Björn Penning, WIT 2012

8 Layer Tracking Step

17

FTK Approach 
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1) 2)

• Find low resolution track candidates 
(roads)

•    PIX 3 + SCT 4 axial + (SCT 1 stereo || IBL)     
   layer

• Use parallelism in Associative Memory 
chips

• Use  full resolution hits in 8 
layers

• Obtain high resolution helix 
parameter from road

fit using linear 
corrections

Text

helix parameters from
 center of  the road 
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System sketch

Björn Penning, WIT 2012

April 13, 2010 
 

5 
 

The first step rapidly carries out what is usually the most CPU intensive aspect of tracking by 
massive parallelism – processing hundreds of millions of roads nearly simultaneously as the 
silicon data pass through FTK.  The road width must be optimized.  If it is too narrow, the 
needed size of the AM and hence the cost is too large.  If roads are too wide, the load on the 
track fitters can become excessive due to the large number of uncorrelated hits within a road.  
This increases both the number of roads the track fitter must process and the number of fits 
within the road due to the hit combinatorics.   

Figure 2.2 shows a sketch of FTK, which is FPGA based with the exception of one specially 
designed chip for the associative memory. 

 

Figure 2.2: Functional sketch of an FTK core crate plus its data connections. 

The FTK input bandwidth sets an upper limit on the product of the level-1 trigger rate and the 
number of silicon hits per event.  We minimize this limitation by running the silicon hits on 
multiple 100 MHz buses within FTK.  Nevertheless, in order to sustain a 100 kHz level-1 trigger 
rate, it is necessary to organize FTK as a set of independent engines, each working on a different 
region of the silicon tracker.  The first step is to divide the detector into azimuthal regions.  This 
segmentation generates some inefficiency at region boundaries that can be removed by allowing 
a small overlap region at the boundaries.  At luminosities up to 3 1034 cm-2s-1, we plan to use 8  
regions (45  wide) with an overlap of 10  to guarantee high efficiency for tracks with PT of 1 
GeV/c and above.  Each region will have its own “core processor” contained in a 9U VME crate 
(“core crate”), for a total of 8 engines working independently.  Each region and its processor are 
further subdivided into sub-regions, corresponding to -  towers, again largely independent and 

 System Sketch

27
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Data Formatter 
Clustering and routing 

to η-φ towers 

Data Organizer 
Formats coarse & stores 

full resolution hits;
communication 

AM ↔track fitting

Associative Memory 
Pattern Recognition 

Track Fitting 
8 layer fit using full 

resolution hits

Hit Warrior 
Quality cuts;

remove duplicates

• core crate: 1/8 
detector azimuth

• 16 processing units in 
each of  8 crates 
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FTK system needs

• Predictions for 40-pileup events (~2015) 

• 1000-2000 clusters per core crate per 
layer 

• 20k roads per core crate using don't-
care 

• 100k fit combinations per core crate
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FTK performance

Björn Penning, WIT 2012

Performance

• Tracks reconstructed in the 
barrel pT >1GeV

• Based on single muon events

• ~80-90% efficiency with 
almost offline resolution 
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 IEEE Trans. Nucl. Sci. 59, 348

Timing to reconstruct all 
tracks with pT>1 GeV: 

~20 msec/ROI
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CMS L1 Track Trigger
2S pT-modulesStub/ladder data rate (layers R>50 cm)

Outer layers with 2S pT-modules: (stubs pT>2 GeV) 
~100-200 kHz/cm2 

Module area: 86.64 cm2 : ~8.664 MHz/40 MHz = 
0.22-0.45 stubs/module/bx - on average

12 modules per ladder: layer data rate~100-200 MHz 
(2.5-5 stubs/ladder/bx)

stub info used for patter recognition:14 bits (6 bits r-
ϕ (1 mm resolution), 1 bit r-z, 4 module #, 3 time 
stamp). Eventually full granularity sent to the AM 
board, but use it smartly. (see next transparencies)

If  20 bits sent for full resolution, expected data 
rate per layer~up to 4 Gbps

Given that a AM chip inputs at 16 bits x 100 MHz/
layer and that has intrinsic latency, a single AM-
board cannot process in time a single event. 
Hence need a switch that distributes events to 
several AM-boards in parallel. 
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Trigger sectors dimensioning

Sector edge !
½ Sector overlap!
Stubs !

OK Case 1 !

Case 2 ! OK Case 3 ! OK 

Sector!

Sector!Sector!

½ Sector!

½ Sector!

½ Sector!

½ Sector!

NO Case 4 !

Sector!

½ Sector!

½ Sector!

½ Sector!

½ Sector!

       

Full GEANT4 simulation
 Using 3 layers from 50 to 108 cm radius 

39 azimuthal trigger sectors allow ~2 GeV pT cutoff
+z and -z sides lumped together
adjacent (half) sectors sent to the same AM  

■ Super-Strip
◆ contains the information of  a stub in a sector
◆ 15 bits 

● 5 (z module position) +1 (phi module position)+ 6 (cluster position 
with a precision of  ~1 mm) +1 (strip segment) + 2 (pT range 
(2,5,10,infty) from the stub) 
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Encoding
■ Pattern
◆ for a N-layers layout a word of  N-Super Strips information

● SSk Super Strip information for layer k. Pattern = <SS1,SS2,SS3>

■ Bank Coverage
◆ No. stored patterns for which the bank reaches 90% efficiency of  reconstructed patterns
◆ Generate single muons with 2<pT< 60 GeV in the barrel acceptance 

● studied with different pitch resolution (250 µm, 1 mm and 8 mm) ↔(17, 15, 12 bits SSk)

➨ Almost linear relationship with pitch size: 1.5 M patterns/sector for 1 mm resolution, 
120K patterns for 8 mm pitch.

➨ Needs a compromise between the number of  stored patterns and fake rate.
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Mean    3.471
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 for MinBias tracks
T

 matching Efficiencies & Fake Rates Vs. p
(2 GeV/c)

pattern recognition through AM (Pattern Bank)

h
Entries  9
Mean    10.48
RMS     5.162

T
 pµ
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0.88

0.9
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h
Entries  9
Mean    10.48
RMS     5.162  eventsµpattern recognition efficiency with AM for single Preliminary results

Single µ efficiency
Roads/bunch crossing

200 pileup Minimum Bias events

hadron efficiency (Δ)
and fake rate (O) vs track pT 

200 pileup Minimum Bias events

The fake rate is mainly
due to the cluster splitting. 
Will improve with a better 

clusterizer
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Advanced AM

• Main limitations of AM approach for L1 
track trigger 

• pattern bank density

• latency limitations
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Fig. 4 -  A 3D PRAM

Each tier ~ only 10 um thick

VIPRAM (Vertically Integrated Pattern 
Recognition Memory)

VIPRAM concept (developed at Fermilab):
http://hep.uchicago.edu/~thliu/projects/VIPRAM/TIPP2011_VIPRAM_Paper.V11.preprint.pdf
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VIPRAM
Pattern recognition for tracking

is naturally a task in 3D
track

road
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Further evolution of AM
Ø ~ 500K patterns/cm **2
Ø Running with > 100 MHz input rate
Ø N CAM tiers + Control tier
Ø integrated with FPGA/RAM
    (general purpose pattern recognition) 

AM FPGA

RAMs

AMAMVIPRA
M

tracks

roads

  hits

SVT in a chip
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Feasible by 2020?
 2

 m
et

er
s 0,1

2,3
4,5

6,7 8,9

10,11fan-out fan-in

SVT in one chip?: 2nd phase of VIPRAM project 

FPGA

RAMs

AM

Original SVT system had 384K patterns total
Aim to reach ~500K per cm**2 for VIPRAM … 
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• Where to find this (and more) material

• WIT2010 and WIT2012 Workshops

• ACES Workshops

• TIPP Conference series

• TWEPP Conference series
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