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Correlation electronics
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CBC2 Architecture

nearest neighbour signals

FE amp comp. 4] 4L 11]t1 pipeline  shift reg.

254 D?‘} c c ] <—— 40 MHz diff.clock
N v —>' SE=Sk< S| [ O |
th —I} ﬁ -g 25_6 d.eep fast <+—— T1 trigger
O = © o) pipeline control |«— fast reset
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th 5 (&) 2 32 deep <«—— 12C refresh
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N Vg —> N Sle 5|6 Sk —> |
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! [ 7] S boh) Q0 ! S signals -only travel short
' ! g = g % distance on hybrid
og- 5| |8 | .
e v S =p= _> -
th ‘ AE; EX N X,
@ © 2 ;
= pipe. control -
. o - P - O
test bias 1 = » trig'd data out
pulse gen. \\ » stub shift reg. O/P
J}/ » trigger O/P
mask 4l 4] 71111 slow control [«—— 12C
<«—— reset

comes v .Y :
first nearest neighbour signals

blocks associated with Pt stub generation
channel mask: block noisy channels (but not from pipeline)
cluster width discrimination: exclude wide clusters
offset correction and correlation: correct for phi offset across module and correlate between layers
stub shift register: test feature - shift out result of correlation operation at 40 MHz
fast OR at comp. O/P and correlation O/P: - can select either to transmit off-chip 83
for normal operation choose correlation O/P
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neighbour chip signals - CWD O/Ps

ZEI0  offset
offs.et window
need programmability of offset and window width for upper layer channels :
to correlate with hit in inner layer
window defines Pt cut outer layer CWD O/Ps
width programmable up to +/- 8 channels

offset defines lateral displacement of window across chip
programmable up to +/- 3 channels

=> 11 signals to transmit to neighbouring chip

11 to receive from neighbouring chip _
inner layer CWD O/Ps

= 22 signals
8 8

s
O 1T [THTTTTITTME offset = 0
I T T TT T TOE offset = -3
—_LI_LI_LLLI_I_I_U_LU,_ offset = +3

TR

adding comp O/Ps -> 30 signals altogether, top and bottom of chip 1
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CBC2 Flip Chip ASIC
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Macro pixel ASIC floorplan

> MPixel ASIC size:
~12 mm ® T 12 x 24 mm2
® Pixel size: ~ 100 pm x

- 957 Pixel Cells 1500 prm
C cr © # pixels: 128 x 16 = 2048
S O C
E | B A © Readout on one edge only
< o
N O O
O
0 O
O O
D

Periphery—

(all functionalities described
below have to be packed here)
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Coincidence and data handling in

ixel AS|C

Pixel Layer
MPA

Strip Layer
SSA




2S-pT Module: Hybrid Topology

Concen GBT Optical Link CPhuanr‘%e / DC-DC

trator

100 mm

90 um
bondpads pitch

250 pm bumps
pitch

9216 mm 2x1016 STRIPS (TOP)
2x1016 STRIPS (BOT)

5 cm long strips,
90 pm pitch

£
£
| I

<

]
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Rigid substrates

ackaging.

= Build-up substrates are commonly used for chi

Power/Ground planes

Rigid core material.

Core layer provides:

Mid density routing and through hole vias.

. Build-up layers are laminated on top and bottom of core:

No through hole vias..
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Microvias to connect build up layers to core external layers.

Very high density interconnections on constrained areas.

Typical application

Edge-coupled Single-ended/ Broadside-

differential over shape coupled
Build-up asympsetric dit_Tmmial 323
conductor | C4s stripline / pair
10 layers thickness :
7 Three
build-up
| J layers
Two /
core
layers
1] Three /
|9 build-up
layers
Offset quad broadside-coupled

differential pair



Build-up substrates applied to CMS

Tracker modules

HYBRID 2x1016 STRIPS HYBRID

2x1016 STRIPS

HYBRID STRIPS HYBRID

Rigid, organic build up substrates offer a standard baseline construction for the 25 and PS modules.

The routability has been confirmed using a 1-4-1 build up structure.
Non negligible mass, but power distribution is adequate to feed the ASICs.

Mechanical integration to be studied: glueing on cooling structure, interconnection with the service board, flatness for wirebonding and bump bonding,
wirebonding through groove for bottom sensor.
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Flexible substrates

= Flexible polyimide is a quickly emerging technology.

An — " &

TVCuNt -

Release Lay:
cleas Layer |

Thin film flex technology made of spinned liquid polyimide on square panels.
Very high density layouts: Tracks w/s = 20 pm, microvias = 30 um.
Silicon matching CTE = 3 ppm/K.

Very low mass: Cu thickness < 7 pm, film thickness = 10 um.

e N N

P2 < 10 micron

Rigid Substrate
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However: 4 layers maximum, no copper on base layer, limited power delivery capabilities.

Fabrication of Multilayer
Structure on
Rigid Carrier Substrate

Assembling, Bonding,
Protection , Test

Separation of Multilayer
from Rigid Substrate
Reuse of Carrier
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Flexible substrates

* Packaging indusiry is adopting this technoloagy for large volume and inteqration.

. Several suppliers are today available for panelized flex films.
* They all provide very high density, small microvias, thin foils on limited number of layers.
* Flip chip compatible, wirebonding compatibility to be evaluated.

. Trend is now to use this technique for:
* Roll to roll lamination of flex circuits for very large volume productions.

* Embedding of dies into multilayer system in package overmolded structures.

Ultra slim package due to the thinned WLP die and multilayer
flex based structure.

Thinned WLP : 85 or 150 um

Adhesive film
Pl film
Cu foil

Body Thickness = 240um (4 metal layers)
IMAPS MINAPAD Forum

Grenoble, April 2012.
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Flexible substrates for the CMS
tracker modules




Flexible substrates for the CMS

tracker modules

Rigid substrate implementation

HYBRID 2x1016 STRIPS HYBRID

2x1016 STRIPS

Bottom layer wirebonded through a slot window in
the carbon fiber frame.

Flex foil provides pads only on top layer: can’t
bond to the bottom side.

Bond pads reinforcement on the base of the flex,
under the bond pades.

Folding the flex in the slot window of the frame.

HYBRID — ‘_‘ 2x1016 STRIPS [C——"""1 HYBRID

2x1016 STRIPS

Flex substrate implementation
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Multi Chip Module-Deposited (MCM-D) to build FE directly

on the silicon sensor

e Traditional silicon module e MCM-D
build (electrical parts)

® Deposit dielectric and metal

* Sensors,flex layers directly on thesilicon
circuit,substrate,pitch adaptor, sensor Layout concepts
wire bonds, FE-chips, passive similar to PCBs All-in-one:
components Sensor, hybrid, pitch-adaptor

Passivation 4 ym Ni+ Cu/Tilayer Via and Strlp COHHeCthHS
4y m BCB) 150 nmAu (1 u rV etched opening in BCB (45 °)

3-
coated with Cu/Ti
BCB (6 or 12 um)
/ (dielectric)

k_/ Passivation (SiO,)

\ Al strip
\ S0,

implant

, 4 May 2012 L. Eklund, University of Glasgow
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Module read out architectures

Option 1

Option 2
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» Separate inputs for “trigger” and “readout”

Powering

&
Control
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Some simulation results
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CMS - traditional geom.

The “Barrel-EndCap” design comprises 6 barrel layers and 7 endcap disks composed of rings.
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The inner part (1) is populated by Pixel-Strip stacked (PS) modules .
The outer part (2) is populated by Strip stacked (2S) modules.
The number of endcap disk is optimized for tracking performance.

L1 tracking precision potential

Different spacings between the two sensors of the Pt modules: pT resolution 4% @ 10 GeV in

0.8mm in the outer barrel (2S) forward

1.6 and 2.6mm in the inner barrel (PS) Tracking precision

4.0, 2.6 and 1.2mm in the outer end-cap (2S) pT resolution 1.4% @ 10 GeV
4.0mm in the inner end-cap (PS) pT resolution 3% @ 100 GeV
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Data reduction
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Stub pr Measurement

Distribution of the estimated p_ obtained by stubs
Y T A000— ]
o - 3 B .
Ja00f + s |
4200 i ’ oo 1/pr is
: Single U's @ 5 GeV/c A ,
_ - - oy symmetrically
1000 oo distribuited!!
800 i 3
n 400— -
600 i = .
: + :
400 200~ . .
: e i B ..o-:{-' "0",_0_,
200— s ool § Peserederenengy |0 0 10y ]
0:| [ E A T T T N SN T N A N M A N N R A w o 0.1 02 0.3 0.4 0.5 plo.6 (GeV/%)7'1
0 2 4 6 8 10 12 14 16 18 20 T
reconstructed P; (GeV/c)
@p'St"p 98 um p't_Ch R 51 cm - mean +/(1/p7): ~0.076
@sensors separation AR=1 mm R 82 cm - mean (1/p7): ~0.073

R 102 cm - mean /(1/pr): ~0.069
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Long Barrel layout (CMS

Layer 1
A [t
g
8
Digi hits £
=
8

5 10 15 20 25 30 35 40

Z Module

1040

(mm])

500

Layer 4

340

Thursday, June 7, 2012
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1 Full (No 0OT)

A Fast g

N
n
Cluster Rate (Mhz/c

%
2700 (mm) Z Module
Stubs

O Full (With 00T}
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A Fast

Digi Hit Rate (Mhz/cm®)

Cluster Rate (Mhz/cm®)

Stub Rate
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-y
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012
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Z Module Z Module

20



Geometry Comparison

(Ox/x) yi8us| uoneipey

Thursday, June 7, 2012

21



Example: match ECAL+stub info

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Matching between stub and projected electron trajectory:

Ad window

Layer 1

2000

1500
1000

500

-0.
A¢ (radians)

Efficiency vs eta

ST

Layers 1+2

- Layers 2+3

lllllll L I lllllllllll lllllllllll'lllllllll

-~ Layers 1+2+3
—— Layers 1+2+3+4
-— 2 of Layers 1-3
——— 3 of Layers 1-4
- 4 of Layers 1-10
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A 0 5 0.

2

Candidates/Event

Z window

Rates vs Er 200 FU

Fast sim

- Ecal Only
Layers 1+2
——— Layers 2+3
= Layers 1+2+3
e Layers 1+2+3+4
- 2 of Layers 1-3
~ 3 of Layers 1-4
- 4 of Layers 1-10

lllllllllllllllllllIlllllllll
5 10 15 20 25 30 35 40 45 50

Candidate Et
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Pixel + Strip Sensor Layers

#4
Long Strips (Az=10cm) 43

/

#2

/

Short Strips (Az=2.5cm)  #1

#0

L

Pixel (not used)

#012

#0

#1

#2

#3

4

#23

Layer combinations studied for track trigger:

e #0, #1, #2 (only short strips)
e #3, #4 (only long strips)
« #2, #3, #4 (mixed, outer layers)

Thursday, June 7, 2012

#234
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ATLAS layout

Double strip layers

e gap 7.35 mm

* tilted by 10 (16) degrees
e 80 um pitch

e stereo angle (standard)

> no stereo angle for
track trigger

12 m

O\ %) T C.::lr'bnn. fiber
B e —————————— facing

Carbon honeycomb

Hybrids
L or foam

Readout ICs

Thursday, June 7, 2012
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Fast clustering in ATLAS

The communicating between the two sides

Thursday, June 7, 2012

weso | (T

get from 12 m
here = cabl:l:/' Carbon fiber
to i facing

Ry e AR

Carbon honeycomb
or foam

Hybrids

Readout IC's

Coolant tube structure

Digital chap on hybnd x5

D

Usals
Cluster tags for 2

v!y!?'!'r!'v‘rt‘rr‘r!trr
I
\AAAAAAAAAALAALAALAALA AL

Sensor—~10x 10 cm

Fine patcl AAAAAAAAAAAAAAAAAAAAL

interconnget ININININ NI I RNl EEm I
! L R T T L A AT

Carrelator Logic

Wrap around

Wrap
around

"IHI ! ey LR TUA LT LT LRLLERTERERNT T | Frmm—
i bbb BB

alog clup on hvbnd x10
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Rejection as Function of p_Threshold

~ 100
2 -
- N 100 plleup v
Rejection 2 90
. . c u
of Prlmary Hits > 80 offset + cluster size
© C ‘ ............... offset Only
E nf ~ 400 pileup : :
. _ a [/ ATLAS Simulation
Minimum Bias 5 605 Single muons
Events 5 .F/
o S0 = pileup 100, combined
o [ == pileup 100, only offset
X s0° mwrwm pileup 200, combined
C = pileup 200, only offset
30 = B pileup 400, combined
- I pileup 400, only offset
: | 1 | I 1 1 1 | 1 | 1 | 1 | 1 | 1 | 1 | |
0 2 4 6 8 10

pt threshold [GeV]

» most tracks (at low p.) are rejected already with a low p. threshold
° rejection power higher if cluster size and offset cut are combined

» rejection power affected by high pileup
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Rejection (single particle)

e, u, T

~— 100
:a:. : - muonsg - offset cut (9.9 GeV)

— - . - muons - cluster size cut (> 2)
® 90  ATLAS Simulation S
-: = - pions - cluster size cut (> 2)
8 80 - electrons - offset cut (9.9 GeV)
wd - electrons - cluster size cut (> 2)
.fab_,‘ 70
© 60 cluster cut

‘offset method”

50
a0E
20F
103— A - a—x —R
- 5 = B—— g
0_ | | | IIIIIT T IUI IIIVi - 1 1 I?
1 10

generated transverse momentum PT [GeV]

hit reduction also above p_ threshold due to secondary IA
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Performance in ATLAS

L “, et threshold: 9.9 GeV'
:ATLAS Simulation - ssssss ize threshold. :2.0

Rejected RDOs [%]
®
=

s pileup 100 minimum bias (Pythia)
» p;>10 GeV (offset) of

offset method
programmable)

cluster size
alone

|
T —F

offset cut only
27-153 degrees 40-140 de

# hits (layer) # hits (SS 3 accept.) # hits (LS 2 acc Hgrdware Implementation:
SS 1: 6.4% 4.3% 2.8% '
SS 2: 5.5% 4.7% 2.9% number of patterns O(10)
SS 3: 5.1% 5.1% 3.4% — talk S.Schmitt (WIT2010
LS 1: 8.0% 8.0% 6.2%
LS 2: 6.5% 6.5% 6.5%

Reduction factors of: 15-30 on short strip layers
~15 on long strip layers
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Pattern recognition
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=

Thiiredav MNMav 24 419
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Local FPGA vs AM

Rod M

FPGA

All data from the sector
must flow into the AM
chip. Data flow is a
significant constraint

Tracklet

Routing

FPGA
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Long Barrel option in CMS

» The “long-barrel” double-stack layout

no1 02 0.3 0.4 05 06 07 08 09 10 11

Stack Members / -
__— projection of
‘ ey, SDOTE DTS
P ﬂ"‘__'_:j',"»""" extends
}Stack o =+~ .. __npcoverage
v Sz iz ==*" . of outer barrel
Lal -~ e — /
S—F e e — p—
5 A B R —}Double Stack Phase 2 Long-Barrel
— A ;’,,/ "Al-Trigger" Silicon Tracker
gd’}ihase 1 Pixel Detector
BPIX  FPIX
0 400 800 1200 1600 2000 2400 2800 z(mm)

104

500

>Jouble
stark

340

0
0

Pairs of stubs af

2700
m “tracklets”
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¢ arrangement within double-stack layer

Lommon supporting mechanics

Self-contained ¢ sectors.
Each sector needs to be combined with the
two neighbouring sectors (left and right) to
“‘contain” ~2.5 GeV tracks.

15 degree sector
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Oftf detector processing

Off-Detector Processing

The local design minimizes data -

transfer and interconnection |

complexity.

* Input FPGA finds tracklets within
rod N by comparing stub phis

~ 7 —

within a window defined by the SN Tracklets
Stub ﬁ
Tracklet
beam spot % pr (GeV) | o(p1)/pT o(z)
* Check that DZ is consistent with IP e ehreckior
. . tracklet/stub 3 ~ 1 1 5
* Project to other layers using a ROD N . & o
Routing
table look-up i other 10 15% | 0.6mm
. . ayers
* Move tracklet N information to Find
destination rod N Scub — Il 30 ~25% | 05mm
L. Find Trac|
e Compare tracklets N projection to e
tracklets and stubs in rod M to Frackietsed
form track candidates ROD M

First latency estimate ~2ps
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Pattern matching with AM

&can accommodate for alignment
Qchanging detector conditions

©Qbeam displacements

@The pattern bank is a set of pre-calculated patterns

@An Associative Memory holds different patterns banks and

compares them with the current event pattern

HPII[-HH[

The Event

Thursday, June 7, 2012

L1

1 111

L1111 1 11
L1 1 1 1 11
11 1 111
L1 1 1111

L1

11111

=

The Pattern
Bank
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Too large AM?2 2 step approach

1. Find low resolution track
candidates called “roads”.
Solve most of the pattern
recognition

Thursday, June 7, 2012

\_

4 Roads )
IIIQ*(TTTTTHIIIIIIVI o [TTTOTTT1
\ Y X\
IIII?I\IIIIFIIIIIIIVthPkIIIIIIH
I NN I T T T T T T I T TITASITATTINGINCT I T I
CTST T T INOY T TTTITTTTI VI T T T T INOINT T TP
\J

J

Super Bin (SB)
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Too large AM?2 2 step approach

1. Find low resolution track
candidates called “roads”.
Solve most of the pattern
recognition

2. Then fit tracks inside
roads.
Thanks to 1ststep it is
much easier

Thursday, June 7, 2012

4 Roads )
IIIWNIIIIII\I\I' [TT T TTT11
IIII\\FI\\IIIIFIIIIIIIVIOVI\IOMIIIIIII
CITT T INPINT T T T TTTTTTTASTATTINEINITTITTIT]
CIST T T IN® L T T T IT T T ITI/MPTITTITTINSINITTITTI]

\_ Y,

Super Bin (SB)
l \ y I\
| \ . .
| « - N .
— s < e .
N 7 N Yy,
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Too large AM?2 2 step approach

1. Find low resolution track
candidates called “roads”.
Solve most of the pattern
recognition

2. Then fit tracks inside
roads.
Thanks to 1ststep it is
much easier

IFF smaller resolution wanted (probably not for Trigger)

4 Roads )
IIIWNIIIIII\I\I' [TT T TTT11]
IIII\\FI\\IIIIPIIIIIIIVIOVI\IOMIIIIIII
I NN I T T T T T T I T TITASITATTINGINCT I T I
HOEEEN JEEEEEEEEEy 2 4EEEEEADNVEEEEE

- Y,

Super Bin (SB)

\ )
S : AN l
. N A\ .
—% 4 Ne .

\ 7 N Y,

OTHER functions are needed:
Hit Buffer + Track fitter + Hit Finder

Thursday, June 7, 2012
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Associative Memory for pattern matching

M. Dell'Orso and L. Ristori,

"VLSI structures for track finding”,

Nucl. Instr. and Meth., vol. A278,
pp. 436-440, (1989).

ONE PATTERN

Layer 1  Layer 2 Layer 3 l Layer 4

1 register
1 comparator

E’a‘r‘r 0

ward 4—?

woard ADT

ward Ab?

e »?

D)
/ Iayer. Patt 1 FF — FF —= FF — e FF
/ pattern v * v rp &
Patt 2 fF - FF - FF - FF =4
1 S 1 A A P
Patt 3 FF - FF - FF > FF
1 0 1
A A A A
HIT HIT HIT HIT
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Anatomy of a PRAM

(Pattern Recognition Associative Memory)

Address Match Memory

A \\\\
-’\:\‘ N

N

%S

CAM Cells
(only few bits shown)

More detector layers, or more bits involved, design more spread out in 2D
— less pattern density, higher power consumption ...
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Generating the pattern bank

Thursday, June 7, 2012

Wide patterns
[

Thin patterns

[ ]
[ ]
< best compromise >

High efficiency
with less patterns (hardware)
BUT more fakes

More patterns (hardware)
for same efficiency
less fakes
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Increasing the pattern density

AMCHIP04: VARIABLE RESOLUTION

A new “Variable Resolution

\.J/

B a1 for Fam | Fixed resolution | Variable resolution '
ATL-UPGRADE-PROC-2011-004 | ‘) l N FN
doi:10.1109/ANIMMA, 20116172856 1 pattern \

Iow S/N

Large res.

~
C ﬁ 1 pattern
[

Volume: Thin x 27
3 patterns
|

7 Layers < |

- | |
AR
Thin res. | | Ternary CAM:

Volume Thin x 3

' High S/N | I

Volume: Thin x 4

Good rejection and

occupy only one
pattern location.

Per-pattern choice
of optimal
resolution.

feature: Don't Care Bits

search lines matchlines

L/\ /.

We can use don’t care on the least significant bit when |_1 layer

we want to match the pattern layer @ Large /

HTH ;;[

HiH

resolution or use all the bits to match it @ Thin _——
resolution misanasch

HiH

CHEH LT

G CHEHG

fi)
f)

CHEHEH

HoH

Coincidence window is programmable layer by layer |

search line drivers |

and pattern by pattern
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Associative memories evolution

e Long history

e 1990: Full custom VLSI chip - 0.7 um (INFN-Pisa), 128 patterns/ chip: high
pattern density, not easy design

e FPGA approach 1998: easier design but fewer density

e A good compromise is the standard cell approach used for the SVT CDF
upgrade: J. Adelman et al., Nuclear Science Symposium, 2005 IEEE, vol. 1, 2005, p. 603.

e  (0.18um (INFN-Pisa), 5000 patterns/ chip, 6 buses input lines, 50 MHz /bus, 18 bits/bus

° produced by UMC (Taiwan) - design time ~8 months + 2 months production

e Allin all: allow to reach ~30K patterns/chip with 200 MHz/bus speed
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AMO3 chip details

v

Fig. 2. Micrograph of the AMchip03 device. Four manually optimized
columns of 1280 patterns each are visible. One on the left, one on the right
and two in the middle. The two columns of lower density logic correspond to
the interconnection and readout logic that was automatically placed. (Color
version available online at http://fieeexplore.ieee.org.)
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AMO4 chip

Thursday, June 7, 2012

Technology 180nm 65nm LP
Clock freq. 50MHz 100MHz

Die size 10x10mm? 12x12mm?
Core voltage 1.8V 1.2V

Core power 1.3W 2W

Full custom No Yes

Layers 6 8
Patterns/chip 5k 80k

Ternary layers N/A 3to6
Bits/layer 18 15 e« S\-

Input hit b/w 430¥-\“g @

Bre

2 event buf.

X8 pattern density
Faster, higher power cons.
X1.5 patterns (prototype 3.5x4mm?)

Lower power cons.

At 40MHz and 100MHz respec. \es\
el

X2 pattern density 6
% pattern density A \)“

8k in.prot@/é 0“

P&@\E'/N with variable resolution

Gbit/s

readout 1st, load 29 event
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Evolution of the AM

65 nm technology provides a factor 8 — 20000 patterns/chip
Full custom cell provides at least a factor 2 — 40000 patterns/chip
8 layers instead of 12 provides a factor 1,5 — 60000 patterns/chip
1,2 x 1,2 cm”2 2D chip — 80000 patterns/chip
With a 2 D chip we gain a factor 30!

1 AMboard: 128 chips — ~10 Mpatterns per board
1 Crate: 16 AMboard — ~160 Mpatterns per crate

Current prototype under design:

65nm TSMC, 12mm”2 MPW run, 100 MHz running clock

8000 patterns/chip 8 layers each

Layer words of 12 bits + 3 ternary bits - variable resolution patterns
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Usage in ATLAS @L1.5

Thursday, June 7, 2012

Rate [Hz] Latency

LVL1 Trigger
(Hardware)

High Level Trigger
(Software)

40 x 10°

bunch crossings

720 x 10°

interactions LVLI

75kHz ~2M
(fixed)

CTP

—

| Pipeline memories

ROD

2 kHz LV LZ

~1-10 ms
(variable)

200 Hz LVL3

processor
farm

<2s

Sl

| Readout buffers (ROBs)

| — [

— ~10-100 MB/s
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ATLAS FTK

f—*/—\ « To deal with data flow designed

e g as highly parallel system

- 8 ‘core crate’ with own pattern
recognition and track fitter

\ gl Barrel SCT

- Detector subdivided in 64

4 layers
PIX trigger tower
- TRT 3 layers,
Forward SCT 3 disks
Forward SCT
9 discs

PIX (3 layers) & SCT (4 double layers) *'C

Fit posses combinatorics problem,
executed in two sequential steps:

Use 8 layer for patter recognition
and 8 layer fit

Refit track found using all 11 layer

T

S0 -2000 1000
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FTK working principle

1) Hi 2)

(NN NN NN NN NN NN NN NN NN LY

L N N N O N N

Ro

Text

SuperStrin (bin)

e Find low resolution track candidates .
(roads)

e PIX3+ SCT 4 axial + (SCT 1 stereo || IBL) .
layer

e Use parallelism in Associative Memory
chips

Thursday, June 7, 2012

helix parameters from
\ center of the road

fit using linear
corrections

Use full resolution hitsin 8
layers

Obtain high resolution helix
parameter from road
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System sketch

Daka Formwatter
Clustering and routing
to n-¢p btowers

L A
Associakive Memon}
Patterin Recognition

cluster findi

split by layer

overlap
regions

8xn—¢ cowers

50~100
t’.l'lz
vent rate

S-links

r

Hit Warrior
Quality cuts;
remove dupté«m&es

Crate

Second stage

~Offline quality

Track data
ROB Track parameters
L — e corecrate: 1/8

: detector azimuth
Track Fitting

¥ layer fit using fulls | 16 processing units in
resolution hits each of 8 crates
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communication
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FTK system needs

e Predictions for 40-pileup events (~2015)

e 1000-2000 clusters per core crate per
layer

e 20k roads per core crate using don't-
care

e 100k fit combinations per core crate



FTK performance

IEEE Trans. Nucl. Sci. 59, 348

(a) 3 0.04

Curvature =
7x103/GeV -

ENTRIES / BIN
o
o
=
ENTRIES / BIN
o
o
n
ul

= 0.015
0.02 3
] 0.01
0.01 = 0.005
0 1 1 " 1 L 1 L | L | i 0 1 L 1 1 1 L | L 1 L L
-0.05 -0.04 -0.03 -0.02 -0.01 0 0.0l 002 003 004 0.05 -0.02 -0.015 -0.01 -0.005 0 0.005 001 0.015 0.0¢

RECO CURVATURE - TRUTH CURVATURE (1/GeV) RECO d, - TRUTH d, (cm)

(d) -
4 Timing to reconstruct all

() 7 oosE Offline
1 . ..F FTK

F Offline
o 3 FTK

Z 3 z
S oasf Pseudo- 4 = Azimuth ] ,
s rapidity { £ °°F 4 mrad 1 tracks with pr>1 GeV:
z 1= . ] z 3
" . 0.002units § - © e E ~20 msec/ROI

0.05— — 0.01— _E

-00.;)5 I -O.IOH I -0!03 . -O.IOZJ -0].01 EJ 0.01 I 0.;)2 I 0.;)3 . 0.(IJ|4 . 0.0¢ -OO.I)T-O.JO-OS -0.006 -O.OOHI-O.:)OEI (I) I0.0|02 0.004 0.006 O.OIO& 0?0:
RECO n- TRUTH n RECO ¢, - TRUTH ¢, (rad)

e Tracks reconstructed in the
barrel pt >1GeV

ENTRIES / BIN

e Based on single muon events

« ~80-90% efficiency with

a|most Off"ne reso'ution %1 -0.08 -0.06 —o.ou;éggi_T(;UTHOZ.(.)icm)o.ou 0.06 0.08 0.

-
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CMS L1 Track Trigger

@ Stub/ladder data rate (layers R>50 cm)

@ Outer layers with 2S pT-modules: (stubs pt>2 GeV)
~100-200 kHz/cm?

& Module area: 86.64 cm?: ~8.664 MHz/40 MHz =
0.22-0.45 stubs/module/bx - on average

moaulies per ia er: jlayer aata rate~
£ 12 modul ladder: | data rate~100- 200|vu-|“i
(2.5-5 stubs/ladder/bx) ,

@ stub info used for patter recognition:14 bits (6 bits r-
¢ (1 mm resolution), 1 bit r-z, 4 module #, 3 time
stamp). Eventually full granularity sent to the AM
board, but use it smartly. (see next transparencies)

@ If 20 bits sent for full resolution, expected data
rate per layer~up to 4 Gbps

@ Given that a AM chip inputs at 16 bits x 100 MHz/
layer and that has intrinsic latency, a single AM-
board cannot process in time a single event.
Hence need a switch that distributes events to
several AM-boards in paraliel.

Thursday, June 7, 2012

(active area)

10"

2S pr-modules

Stub production rate per cm?

I I lllllll

°l llllllll

.’

Layer 1
Layer 2
Layer 3

+
+

8 10 12
reco p, threshold (GeV/c)
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Trigger sectors dimensioning

QFull GEANT4 simulation e i
' : e — g
@ Using 3 layers from 50 to 108 cm radius 7 ~ N\
——
@ 39 azimuthal trigger sectors allow ~2 GeV pr cutoff /// A //// \\\\ \\\ \\\
@ +z and -z sides lumped together N N
[/ ; } \,

® adjacent (half) sectors sent to the same AM | /I

Super-Strip
+ contains the information of a stub in a sector
+ 15 bits

« 5 (z module position) +1 (phi module position)+ 6 (cluster position
with a precision of ~1 mm) +1 (strip segment) + 2 (pr range
(2,5,10,infty) from the stub)

# segmts
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Encoding

Pattern

+ for a N-layers layout a word of N-Super Strips information
e SSk Super Strip information for layer k. Pattern = <§S4,SS,,SS3>

Bank Coverage

+ No. stored patterns for which the bank reaches 90% efficiency of reconstructed patterns
+ Generate single muons with 2<pt< 60 GeV in the barrel acceptance
« studied with different pitch resolution (250 pm, 1 mm and 8 mm) (17, 15, 12 bits SSk)

= Almost linear relationship with pitch size: 1.5 M patterns/sector for 1 mm resolution,
120K patterns for 8 mm pitch.

= Needs a compromise between the number of stored patterns and fake rate.
©

-
0.9 pm—
p-—-
bd & -
i = »
.

ol
Q-
TG

™
.....
......
t..
.

0.8
|
lo.7}
m:
0.6

li 0.2

0.15
0.5

0.1 04}

03/ |

0.05 0.2

0.1 | PifCh ~1 mm

P Ly P £y . L 3 =10
°o 200 400 600 800 1000 1200 1400° 1600 1800 2000
# of patterns

pitch ~250 um

K S B B BB B BN R
# of patterns
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Preliminary results

i B
oeal- 2 I %}
N ‘* * 2“0
0.92— @ N o o E -
i ¢ : 30
0.9_— E
i 20— .
I . o 5 Roads/bunch crossing
- Single M efficiency wf- 200 pileup Minimum Bias events
0.86_— E
IR AR AP RTTIN NI AFRETIN AR ATTAE ETAAT AR B 0 |||(}|‘ﬁ|
0 2 4 6 8 10 12 14 16 18 20 0 1 2 3 4 5 6
WPy . o Pattern Bank threshold X  [GeV/c]
a s _ (2 GeV/c) T
2 -
£ 16
¢ 140 hadron efficiency (A)
gL and fake rate (O) vs track pr
0 ° ° o o
s b 200 pileup Minimum Bias events
2 08l hAﬁ*A_'_‘H_lHHHHH
2 r
8 0.6—
9 °'4;_ The fake rate is mainly
8 021 enenin G NS S N due to the cluster splitting.
o OF ., L | R I T B Will improve with a better
1 2 MinBias tracks P, [Gevie] clusterizer
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Advanced AM

e Main limitations of AM approach for L1
track trigger

e pattern bank density

e latency limitations



VIPRAM (Vertically Integrated Pattern

Thursday, June 7, 2012

Recognition Memory)

VIPRAM concept (developed at Fermilab):
http://hep.uchicago.edu/~thliu/projects/VIPRAM/TIPP2011_VIPRAM_Paper.V11.preprint.pdf

Each Vertical Column:
All the circuitry necessary
to detect one road.

~ Each Tier:

A / A 2-dimensional
>, v classic CAM
( dedicated to ONE

detector layer

Each tier ~ only 10 um thick

Fig.4 - A3D PRAM
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VIPRAM

Pattern recognition for tracking

is naturally a task iy 3D
Each Vertical Column: I"CI C k

All the circuitry necessary
to detect one road.

— -~

Each Tier: . - W ~ N "

A 2-dimensional g , _—— ,4'-’ —
classic CAM s ﬂ - .
dedicated to ONE l” 2/

detector layer
.
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Further evolution of AM

» ~ 500K patterns/cm **2
» Running with > 100 MHz input rate
» N CAM tiers + Control tier
» integrated with FPGA/RAM
(general purpose pattern recognition)

roads

Thursday, June 7, 2012
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Feasible by 20202

Thursday, June 7, 2012

SVT in one chip?: 2nd phase of VIPRAM project

Original SVT system had 384K patterns total
Aim to reach ~500K per cm**2 for VIPRAM ...
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