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• Milestones achieved

• Calorimeter DAQ status

• Tracker DAQ status

• CRV DAQ status

• STM DAQ status

• DQM

Outline
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• DCS

• Run conditions Db

• Trigger

• Sync tests

• DAQ room hardware installation

• Hardware event building
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Milestones achieved
❖ Run individual board/chain tests of Calo, CRV, Tracker, STM via artdaq/ots
❖ Calo, CRV and Tracker have also done larger scale readout tests (i.e. multi-chain)
❖ Demonstrate common clock operation via CFO/RTF
➢ Verify w/ pulse injection

❖ Run [limited] multi-subsystem configurations w/ test stand DTCs
❖ Configure DAQ software components via OTS interfaces
❖ Run simple software event building
❖ Run simple triggering (i.e. passthrough/zero bias)
❖ Record & visualize metrics via OTS and Grafana
❖ Write data to disk
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DAQ roadmap
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June: control room/daqroom software
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Summer 2025

• Develop and deploy dashboards and 

“views” of subsystems

• Need new OTS pages for these, expect to 

be iterative process

• Deploy and test full data transfer paths and 

file registrations (in progress)

• Needs coordination with offline

• VST week for STM

• CRV in DAQRoom config/run/monitor
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• Deploy and test calo disc configurations
• Put configurations for ½ disc etc... into config DBs w/ 

DAQRoom specific parameters
• Same for CRV module and STM

• Configure DAQRoom to match desired configs for Calo, CRV, 
STM commisioning
• Requires DTC assignments and fibering to match physical 

positioning of detector elements (i.e. actual CRV install, 
STM location etc...)

• Configure CFO and DTC chains to match longer term test 
configurations

• Scale is O(30) DTCs
• Expect some reduced work scope in Aug.

• Need configs in place to run system (w/ & w/o hardware)
• Use this as ”stability” testing time
• Need DCS integration work to have alarms, monitoring, hw 

programming in place

June-July July-August
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Calorimeter commissioning
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docdb-5008

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53008&filename=2025_06_09general_meeting_daq.pdf&version=1
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Calorimeter calibrations
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docdb-5008

• Energy and time calibration procedures tested with real data
• 1% spread in the MIP energy peak, dt<60 ps in the t0 offsets

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53008&filename=2025_06_09general_meeting_daq.pdf&version=1
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Calorimeter data processing
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docdb-53053

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53053
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Calorimeter data processing
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docdb-53053

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53053
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Tracker status
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docdb-53032

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53032&filename=callaghan-tracker-ops-daq-20250610.pdf&version=1
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Tracker developments
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docdb-53032

● A single Datalogger instance saturates at ~3 kHz of 

event-rate and it creates back-pressure above it

● Need to improve communication with the core 

DAQ group 

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53032&filename=callaghan-tracker-ops-daq-20250610.pdf&version=1
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CRV status
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docdb-53002

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53002&filename=sgrant_crv_ops_workshop_06-10-25.pdf&version=2
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CRV plans
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docdb-53002

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53002&filename=sgrant_crv_ops_workshop_06-10-25.pdf&version=2


INFN-LNF 2025G. Pezzullo (Yale)

STM status
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docdb-53017

Online softwareFirmware

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53017&filename=AKeshavarzi_Mu2e_CM-Ops-DAQ_10-06-25.pdf&version=1
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STM plans
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docdb-53017

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53017&filename=AKeshavarzi_Mu2e_CM-Ops-DAQ_10-06-25.pdf&version=1
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DQM status
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docdb-52999

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=52999
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Slow controls
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docdb-52858

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=52858&filename=DCS-Integration-Status-June10-2025-Frascati.pdf&version=2
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DCS: phoebus global alarms
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docdb-52858

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=52858&filename=DCS-Integration-Status-June10-2025-Frascati.pdf&version=2
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Run Db development
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PlansDb tables

docdb-53068

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53068&filename=AG_Mu2e_collab_meeting_20250610.pdf&version=2


INFN-LNF 2025G. Pezzullo (Yale)

Trigger status
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• We have added note that summarizes 
the trigger estimates for the primary 
physics trigger paths: docdb 52246
• We will update this note version as the 

trigger progresses, adding triggers for 
alternate physics topologies and improving 
the trigger reconstruction

• This fixed docdb number allows people to 
quickly check the expected trigger 
performance

Documentation

• Using a strict hit energy deposition cut 
on triplet seed hits improves the APR 
timing by ~15% with negligible loss in 
the signal efficiency

• This is due to many potential signal triplets 
passing this strict threshold, while significantly 
reducing proton hits in this stage 

Preliminary

Timing studies

docdb-53086

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=52246
https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=53086
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Trigger plans
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docdb-53086

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=53086
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Sync tests
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docdb-53089

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53089&filename=daq_time_sync_studies_061125.pdf&version=1


INFN-LNF 2025G. Pezzullo (Yale)

Sync tests
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docdb-53089

https://mu2e-docdb.fnal.gov/cgi-bin/sso/RetrieveFile?docid=53089&filename=daq_time_sync_studies_061125.pdf&version=1
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DAQ room hardware installation
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docdb-53014

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=53014
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DAQ room hardware installation
• 33/42 servers are installed in the DAQ room.

• Waiting for approval from g-2 to move more servers from mc-1 to mc-2.

• 49/53 DTCs are installed in their servers.

• Final quantity is 70 DTCs.

• 12 DTCs to be completely ready for calorimeter testing by late June.

• All DTCs to be completely ready by September.

• Order more LC-LC fibers?

• Bit Error Rate testing of 66m MTP fibers.

• Resolve water leak issue in extinction monitor room.
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docdb-53014

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=53014
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Hardware eventbuilder: platform
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docdb-53020

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=53020
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Hardware eventbuilder: progress
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docdb-53020

Tests operated in May

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=53020


INFN-LNF 2025G. Pezzullo (Yale)

Hardware eventbuilder
• Conflicting priorities with TDAQ focus weeks and synchronization studies have slowed 

progress

• NEXT: Continue to increasing complexity of tests (so far at 2 DTCs) with actual switch and 

validate counting and throughput results based on packet size and rate

• Summer students to assist with testing and validating results

• Maintaining Estimated Deployment Date: November 2025
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docdb-53020

https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=53020
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Summary
• Solid development during the last month supported the commissioning of the calorimeter
• All the subsystems are using the artdaq suite to debug their firmwares and commissioning their detector
• The DQM group is focusing on consolidating the current tolls and deliver documentation
• We got to the point where we need to consolidate the structure of the DCS alamars and the Phoebus 

interface
• Efforts ongoing to harmonize and coordinate the subsystems developments

• We are ready to consolidate also the content of the Run record and focus on its interface to the Offline
• The Trigger group keeps improving the timing performance of the online reconstruction and aims to 

consolidate the Lumi-stream structure with many students participating
• Synchronization tests using the Tracker ROCs + OTSDAQ + artdaq were valuable on many aspects - we 

hope to continue them in the future (maybe including the calo ROCs as well?)
• The DAQroom is getting more and more REAL, and we are gearing up to scale up our continuous 

data-rate/load tests
• The hardware EvB development continues and on track to match the delivery date of November ‘25

30


