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• DAQ overview

– Subsystem commissioning and cosmic ray run plans
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THE FOCUS OF THE OPERATIONS COORDINATION 

OVER THE NEXT FEW MONTHS WILL BE 

INCREMENTALLY BUILDING TOWARDS THE 

COSMIC RAY RUN IN THE MC-2 BUILDING

--MAR 2025 CM
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AGENDA
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▪ Joint session with DAQ focused on commissioning / cosmic ray run test planning 

for the subsystems

▪ We acknowledge the detailed plans can be subject to change depending on the 

status of the in-hall work

▪ We appreciate the time and efforts people dedicated to this exercise. 

Many valuable thoughts and ideas were discussed during the session. Thank 

you all very much for the great input!



IN THE HALL
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SOME OF THE PROGRESS “IN THE HALL”

▪ TSu-TSd interconnect ~nearly complete

▪ TSu- & TSd-cryo interconnects complete

▪ Cryo full flow purifier installed at MC1

▪ Dump resistors installed at Mu2e

▪ Commissioning with beam restarted by 

AD using reconfigured power

▪ Extinction Monitor collimator installed, 

concrete contractor nearly ready to pour

See details in plenary talks
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▪ Water leak in ExtMon-DAQ penetration 

mitigated (temporarily)

▪ Sump level data into ACNET

▪ Process Controls on display in kitchen

▪ Hall relamped

▪ Tested couplers/hitches on external rails

▪ Completed g-block prep for KPP config



RECALL:  WE ARE AIMING TOWARDS THIS 
CONFIGURATION OF DETECTORS
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OVERVIEW OF STEPS TO RECEIVE DETECTORS

▪ Converge on modifications to support tracker and calorimeter services on MBS, 

make mods, install on rails, confirm movement

– Ready for CRV

▪ Install isolation barrier

▪ Install Calo feet and Calo cable tray

– Ready for Calorimeter

▪ Install Calo, couple disk 0 and disk 1, couple to MBS, couple to IFB

▪ Prep IFB, attach Cable Management System to IFB, install Calo feedthroughs

▪ Install Tracker feet, couplers, confirm movement

▪ Install Tracker feedthroughs

– Ready for Tracker

▪ + many, many, many details
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See docdb-51574 for 

more complete list



SOME OF THE CHALLENGES
▪ Cleanliness

– Tracker and Calo have been living in a clean room... the Mu2e hall is not

▪ Environment

– Tracker and Calo want less-humid environment than Mu2e HVAC provides

▪ Access

– Don’t want to drop anything on Tracker or Calo

– Extremely tight space between Calo disks

– Conflicting desires to access detectors and also to keep them clean and dry

▪ Optical fibers

– Fibers on the detector train are very, very delicate (very)

– Concern that we are "on the edge" for optical connectivity?

▪ Cooling

– Calorimeter cooling plant design still under development

▪ … + many, many, many details...
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INSTALLATION AND COMMISSIONING PLAN:

OVERVIEW
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COMMISSIONING PLAN: OVERVIEW
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▪ Green box: Project installation 

schedule (hardware ready) and 

(begin of) Project Cosmic Ray Test 

dates from April 2025 working 

schedule

▪ Further efforts needed to

– Establish cosmic ray running 

with entire detector system
– Prepare run control to be 

ready for shifters for the 

extended cosmic ray run, 

which will extend beyond the 

project

▪ Commissioning / global run plans 

updated together with the systems 

and the DAQ coordination



COMMISSIONING PLAN: OVERVIEW
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▪ Subsystems booked periods 

of DAQ sprints (previously referred 

to as "dedicated VSTs")

– Undivided attention from the 

DAQ group
– Iron out any remaining 

firmware issue on the 

subsystem side

▪ Global Run in ~Sept (Integration)

– CRV + STM + Calo

– Begin of RunCos

▪ Global Run in ~November

– Also include Tracker

▪ Scaling up

▪ Full system ramp up in Feb 2026 

leading towards cosmic ray test

– Ready for shifters?



DAQ COORDINATION RAMP-UP PLAN

▪ DAQ Coordination has laid out a roadmap towards the cosmic ray run, including

– Work needed by core DAQ experts

– Work needed by subsystem DAQ experts

– “DAQ sprints” (previously known as “Dedicated VST weeks”)

• Dedicated periods of core and subsystem DAQ experts working together

– Global Runs with detectors at the Mu2e hall

– Building a team of DAQ on-call experts

See DAQ plenary talk (Norman / Pezzullo) later this session
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A Norman / G Pezzullo docdb-52996



REGARDING GLOBAL RUN SCHEDULING

▪ Prior to commissioning data 
collection, detector hardware 
has to be installed, powered 
on, and in a safe condition

▪ This implies the Global Run 
schedule should follow the 
readiness of detector 
hardware
– I.e., schedule “CRV + Calo 

+ STM Integration Global 
Run” when the STM, Calo, 
and CRV hardware is 
ready (and not before…)
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A Norman / G Pezzullo 

docdb-52996

We realize that people need to travel for Global Runs… 

we’ll let you know the dates as soon as we can!



SOLENOID INSTALLATION &
MAGNETIC REGION THOUGHTS

▪ How will the Solenoid installation impact detector 

work in the hall?

▪ Solenoid installation and commissioning steps

▪ Detector installation and commissioning mostly 

unimpeded until the solenoids are ready to power up

– Baseline schedule has

• TS energization in June 2026 (possibility to 

advance)

• PS energization in November 2026

• DS energization in January 2027

– Solenoid work have the priority

▪ We cannot afford any accident! 

– A g-2 type of near miss can easily kill our Run 1

– Meeting in a few weeks to kick off the planning 

for mitigations and controls (MR plan)
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SUBSYSTEM STATUS & 

COMMISSIONING / COSMIC RAY RUN PLANS
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CALORIMETER

▪ Full commissioning of the 2 assembled disks 

completed during the first Calo DAQ sprint in SiDet 

(last week of May)

– Greenlight for calo transportation to MC-2

– A large number (~0.5M) of cosmic ray tracks in 

few hours / disk

• Good for calibration / testing offline

– Tested energy equalization/calibration procedure, 

and time offset calibration procedure was tested 

successfully

▪ A list of firmware items that needs further work was 

identified. A second DAQ sprint to be requested

▪ Both software and firmware are evolving towards the 

stable config needed for KPP/CR run 

▪ First steps after moving to MC-2 were planned

– Possible to operate the disks within the planned 

September/October GR timeframe
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TRACKER
▪ Developing firmware and software on Tracker “train station” in Lab 3

– Data flows through artdaq to disk, analyzed with standard Offline software to study 
Tracker performance (e.g. noise)
• Studies somewhat limited since rate saturates at ~3 kHz in this setup

▪ Developing commissioning plan to establish running system

▪ Currently expecting 3 types of data taking prior to beam

▪ Identified likely pain points in scaling the system up:

▪ .

18

E Callaghan 

docdb-53032



CRV
▪ Full VST using FEB-I achieved full readout chain 

from frontends using OTSDAQ all the way to 
Offline Pass1 using POMS 

▪ Full test stand at Wideband with support 
structure, racks, cables, documentation, etc

▪ Active development of offline calibration system, 
online DQM, slow controls monitoring, and alarm 
system

▪ Detectors ready to be moved to MC-2

▪ Three phases of commissioning for cosmic run 
identified:

▪ Detailed plan for full commissioning and 
integration in docdb-51874 
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STOPPING TARGET MONITOR

▪ Developing standalone STM DAQ 

– Process online all event windows from 

both LaBr3 and HPGe

– Use timing and event info from TDAQ

• Event Window Marker & Heartbeats

▪ Seeing noise at Mu2e in STM DQM

– Need clean power

▪ Developing slow controls 

– Including environment data from process 

controls

▪ Developing firmware

– Plan for “DAQ sprint” in July

First Mu2e detector subsystem in Mu2e building
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EXTINCTION MONITOR
▪ Developing standalone Pixel DAQ

– Process online all event windows from Pixels
– Trigger from scintillators (also give fast feedback to accelerator)
– Use timing and event info from TDAQ

• Emulating Event Window Marker & Heartbeats for standalone development
• Read out cosmic rays in pixel test system (2 planes)

▪ Pixel interface board under production

▪ Slow controls interfaces (with EPICS) are mature

▪ Need to establish environment monitoring
– Issues with water in Extinction Monitor room

▪ Plan to bring detectors to Mu2e hall after concrete pour finished
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TDAQ

▪ Installation preparation for subsystem arrival:

▪ Developing (Trk+Cal) hardware event builder

– May-2025:  no dropped packets with 2 DTCs

– Next:  increase complexity of tests

First Mu2e subsystem in Mu2e building
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SHIFT PLAN
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MU2E ONLINE SHIFT PLAN

▪ Docdb-52522

▪ Drafted by OpsCo with the input from the Ops team

▪ Completed review by the Ops team and the Spokes

▪ This document outlines a plan for organizing shifts during both the Cosmic Ray 

Run and the subsequent physics data-taking runs:

– Defined the roles and responsibilities of Run Coordinators (RunCos), 

subsystem and on-call experts, and shifters

– Specified shift organization during different periods, and issue escalation 

chain

– Defined relevant meetings
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https://mu2e-docdb.fnal.gov/cgi-bin/sso/ShowDocument?docid=52522


RUNCO OPPORTUNITIES 

• Leadership roles organizing and overseeing daily shift operations during the 

upcoming cosmic ray run and data taking

• Developing day-to-day run plans and coordinating activities

• Supervising certain ESH&Q procedures

• Assisting with tests and shift taking

• Organizing meetings

• Developing and maintaining shift instructions

• We need a pool of at least 10 qualified RunCos, and we need volunteers

• Traditionally opportunities for senior graduate students and postdocs to take on 

leadership roles and learn more about the experiment

• Needed as early as Fall 2025; recruitment starting soon
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NEXT STEPS

▪ Notice there is NO shift credit / quota assignment plans at this time

▪ The next step: Executive Board (EB) will have discussions and make 

recommendations on shift credits & quota assignments

▪ The whole collaboration reviews the plan together with the EB recommendations 

(as a complete plan), and then they talk to their Institutional Board (IB) reps 

regarding any concerns

▪ The IB votes on the complete plan, as well as any amendments
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REVIEWS
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REVIEWS

▪ Independent Project Review 

– Scheduled for Oct 15-17

– We are expecting major transitions to Operations discussions in this review

– The ongoing commissioning plan efforts fit well into the preparation for this 

review. We are in a good trajectory going into this review

▪ Mu2e Operations Review

– No set dates

– Can get ready relatively fast with current planning and docs
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SUMMARY
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• We are making solid advancements towards the cosmic ray test

• Preparations in MC-2 to receive detectors had unexpected issues which, as we 

understand, are close to resolution

• OpsCo and DAQCo have updated the installation and commissioning plan 

• Subsystems also started developing detailed system-specific commissioning and 
cosmic ray test plans

• Delay due to solenoid commissioning tasks will be limited, but Magnet safety will be 

crucial. Magnetic Region planning for hazard mitigations and controls will start in few 

weeks

• Initial online shift plan has been developed and will go through further discussions. We 
encourage early-career members to take on these leadership roles

• We are preparing for transitions to Ops discussions in the upcoming IPR in October 


