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Thank you to all those that took the time to address questions we had. 
Those discussions were essential for putting together this contribution



Goals for this talk

• High level (and incomplete) summary and comparison of computing 
needs for potential future collider experiments at CERN

• Computing related themes identified in contributions to ESPP

• Perspective
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Scale of future experiment resources: 
No updates from CMS/Atlas HL-LHC upgrade requirements]
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https://cds.cern.ch/record/2815292?ln=en

CMS CPU projections (2022) Atlas CPU projections (2022)

http://cds.cern.ch/record/2802918 

https://cds.cern.ch/record/2815292?ln=en
http://cds.cern.ch/record/2802918


Scale of future experiment resources: FCC-ee

• Considerations/Challenges
• Computing requirements driven by statistics of giga-Z run. Means that computational 

challenges come at the start of the physics program
• Affordable data vs MC ratio and trade-off of storing detailed simulation results 

(1MB/event) vs recomputing them if needed 
4

https://arxiv.org/abs/2505.00272 

https://arxiv.org/abs/2505.00272


Scale of future experiment resources: LCF4CERN 

• Considerations/Challenges
• Comprehensive analysis of requirements for  >=250 GeV running (including replication and other factors)
• Z-pole running estimates extrapolated from FCC-ee estimates
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https://arxiv.org/pdf/2503.24049 

https://zenodo.org/records/4659571 

https://arxiv.org/pdf/2503.24049
https://zenodo.org/records/4659571


Scale of future experiment resources: LEP3 and LHeC

• LEP3 considerations/Challenges
• As with FCC-ee, computing needs of 

LEP3 are driven by the scale of the Z run

• Projected based on integrated lumi. 
relative to FCC-ee in Z-pole running

6https://arxiv.org/pdf/2504.00541 

https://arxiv.org/pdf/2504.00541
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• LHeC considerations/Challenges
• A streaming readout without any 

hardware triggering is expected to 
be possible due to the relatively 
modest event rate. 

• Permanently save only 10kHz, 
independently of the delivered 
luminosity
• Corresponds to Q2 > 10 GeV2 at a 

luminosity of 1033 cm−2s−1

• Event size of around 100kB and 
100 HS06·s of processing time

https://arxiv.org/pdf/2504.00541 

https://arxiv.org/pdf/2504.00541


Scale of future experiment resources: 10 TeV Muon Collider

• Considerations/Challenges
• Controlling and reducing

beam induced backgrounds.
• Modeling these backgrounds 

is resource intensive 
• Trigger design needed that is 

adequate for reducing data 
rate by 1000x

• Understanding need of 
retaining detailed simulation 
information vs. regenerating 
samples when needed
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Compute and data tier level estimates for 5 years running 
of a 10 TeV Muon collider

Tiers typically 
stored by LHC
experiments

Assumes full reconstruction of all events in trigger system

https://arxiv.org/pdf/2504.21417 

https://arxiv.org/pdf/2504.21417


Scale of future experiment resources: FCC-hh
Considerations/Challenges

• Rate from high-level trigger estimated to 
be 100kHz (~10x HL-LHC) if keeping LHC 
trigger thresholds

• Expected pileup 5x HL-LHC at 85 TeV. In 
terms of total tracks this is like ~1700  
overlaid 14 TeV  interactions (~10x HL-LHC). 
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• The compute requirements scale non-linearly with 
pileup.  New approaches to tracking and other 
reconstruction algorithms are necessary.

• Gains from timing detectors are potential large. To be 
better understood as a means of removing hits from 
pileup interactions through HL-LHC operations

https://cds.cern.ch/record/2842569 

https://cds.cern.ch/record/2842569/files/CERN-2022-002.pdf


Summary table of planned and potential general purpose 
experiments at CERN (with apologies to HL-LHC Run 5 upgrades)

HL-LHC (GPE) LCF4CERN FCC-ee LEP3 LHeC Muon Coll FCC-hh

Potential start ~2030 ~2042 ~2045 ~2045 ~2042 ~2050 ~2070

Physics 
program 
(Energy: 
[ab-1, Events])

14: 3,1e12 Z: 1,3e10
ZH: 2,4e5
350: 0.2,
550: 8,

Z: 205,6e12
WW: 19,2.4e8
ZH: 11,2.2e6
top: 3,2.5e6

Z: 48,2e12
WW: 5.6,4e7
ZH: 2.4,4e5

1.2: 1,70B 10 TeV: 
10,1e10

85: 40,2e13

Length [Yrs] 12 25 15 20 6 5 25

Total CPU 
[MHS23-y]

500 0.5 ~110 ~30 4 200 ~100000

Ave annual 
CPU [MHS23]

40 0.02 7
(33/yr for Z)

1.5
(0.5/yr for Z)

1.5 40 4000

Est total
Storage [EB] 
(including 
SIM hit tier)

20 1 ~8 (40) ~10 0.12 0.7 (29) ~4000
(in yr~2100)
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• Luminosity, CPU and storage are for all planned IPs.  
• All mistakes and misunderstandings are mine..



Compute modeling themes and challenges: Importance of 
moving further into a heterogeneous world

Several considerations for making reliable projections  

• Evolving estimates of what components / fraction of applications to be 
offloaded to an accelerator. 

• Different workflow types have different requirements and may lead to 
different choices of resources in a heterogeneous environment. 
• Analysis: Optimize time to insight

• Production: Optimize cost per processed event

• Owned/bought vs HPC vs opportunistic resources 

• Scale of corresponding data preservation and analysis reinterpretation 

• Development of benchmarks and accounting
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Scale of envisioned resource growth 
(WLCG flat budget estimates)

Previous 
(Circa 2021)

New
(June 2025)

CPU (15+/-5)% (10+/-5)%

Disk (15+/-5)% (5+/-5)%

Tape (15+/-5)% (10+/-5)%
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Most recent WLCG Disk storage projection

The storage aspect of future analysis models will need to change considerably if 
disk costs per unit of usable volume do not continue to reduce over time

Sciaba, WLCG/HSF, May 2025

https://indico.cern.ch/event/1484669/timetable/#58-technical-roadmap-setting-t


Thinking about projections of experimental feasibility of 
future experiments over decades
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https://indico.cern.ch/event/1052077/ 

https://indico.cern.ch/event/1052077/
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https://indico.cern.ch/event/1052077/ 

https://indico.cern.ch/event/1052077/


Thinking about projections of experimental feasibility of 
future experiments over decades
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CMS Run 3
O(10 GB/s)

CMS Run 3
O(50 PB/yr)

CMS Run 3
100s PB disk
1000 PB tape

2025

https://indico.cern.ch/event/1052077/ 

https://indico.cern.ch/event/1052077/


Thinking about projections of experimental feasibility of 
future experiments over decades
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CMS Run 3
O(10 GB/s)

CMS Run 3
O(50 PB/yr)

CMS Run 3
100s PB disk
1000 PB tape

2025FCC-hh
O(5000 GB/s)

2070

FCC-hh
O(4000 PB/yr)

FCC-hh
1000 EB disk
4000 PB tape

https://indico.cern.ch/event/1052077/ 

https://indico.cern.ch/event/1052077/


Outlook and conclusion

• We will not be using the same technologies and approaches of today
• Advancing technology and our innovation have enabled us to efficiently analyze 10^4 

higher data rates in the last 30 years (that’s 25%/year) 

• Even so, estimated needs and extrapolations show no large mismatch
• Given such long timescales we must continue our R&D programs in order to exploit 

state-of-the-art technologies and approaches to fulfill computation and storage needs

• Expectations for experimental needs (and ambitions) tend to be 
underestimated. 
• Research that goes into making experiments reality opens new opportunities and 

creates new demands.
• Taking advantage of new techniques and technologies (today’s examples AI/ML and 

heterogeneous systems) can facilitate these more ambitious programs to come as 
facilities are realized
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Backup…
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Compute modeling themes and challenges: Scale of HPC 

Many submissions discussed the importance of the use and availability 
of HPC resources to our scientific pursuits 

Potential next steps or input to discussion:

• To better understand the scale of HPC resources that would be useful to 
different communities and how this is likely to evolve in the future

• Activities where HPC resources are more inherently more capable than 
HTC. Eg, where HPC are something beyond an opportunistic resources or 
replacement for dedicated resources
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Compute modeling themes and challenges: 
New dimensions to resource projections/modeling

• Evolution in the necessary scale of AI/ML "production" and analysis 
resources: both in context of inference and training requirements

• Estimation (benchmarks) and optimization of energy footprints and 
environment  impact

• Required I/O and network requirements such as tape bandwidth, WAN, 
transatlantic, and LAN 

• Estimating and benchmarking capabilities of heterogeneous computing
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Notes 

• MuonColl: Doc, Tables 22.1.1 and 22.2.1 storing RAW and AOD/analysis

• FCC-ee: Doc, Tables 21,22 and Figure 133 are for detector simulation. Then we 
assume 4x MC/data and that the reconstruction time is 30% of the sim time 
based on the doc. Raw and simulated raw are stored (data raw size from this 
doc)

• FCC-hh: Doc and Doc. Effective pileup and event rate suggests scaling of 100x 
HL-LHC and 2x longer program 

• LHC: CMS Doc and ATLAS Doc together with extrapolation to end of planned 
running. Storage includes RAW

• LEP3: Estimated as 1/4 to 1/3 of FCC-ee  (Doc)

• LHeC: Doc 

• LC: https://arxiv.org/pdf/2503.24049  https://zenodo.org/records/4659567 
https://zenodo.org/records/4659571 Z run extrapolated from FCC-ee

21

https://indico.cern.ch/event/1439855/contributions/6461618/attachments/3045996/5381964/ESPPU_Muon_Collider_Backup.pdf
https://arxiv.org/abs/2505.00272
https://link.springer.com/article/10.1140/epjp/s13360-021-02189-y
https://link.springer.com/article/10.1140/epjp/s13360-021-02189-y
https://cds.cern.ch/record/2928941/files/CERN-FCC-ACC-2025-0007.pdf?version=2
https://cds.cern.ch/record/2842569/files/CERN-2022-002.pdf
https://cds.cern.ch/record/2815292/files/NOTE2022_008.pdf?version=1
https://cds.cern.ch/record/2802918/files/LHCC-G-182.pdf?version=1
http://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm
http://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm
https://arxiv.org/pdf/2504.00541
https://indico.cern.ch/event/1439855/abstracts/191133/
https://arxiv.org/pdf/2503.24049
https://zenodo.org/records/4659567
https://zenodo.org/records/4659571
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