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Taken from DOI:10.3389/fdata.2021.661501

Software in HEP is ubiquitous … some present trigger systems are software-only!

▪ Estimation of > 50M lines of C++ & Python & Fortran (mostly) code

▪ It all started a while back …

J. Phys. E 2 (1969) 1-9

https://doi.org/10.3389/fdata.2021.661501
http://dx.doi.org/10.1088/0022-3735/2/1/201
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… and critical !

DOI:10.5281/zenodo.13350747; ReSA blog

arXiv:2504.01050 [hep-ex]
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https://doi.org/10.5281/zenodo.13350747
https://www.researchsoft.org/blog/2024-08/
https://arxiv.org/abs/2504.01050
https://doi.org/10.5281/zenodo.2413004
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HEP Software: past, present, future – the ChatGPT executive summary/vision

▪ Image creation / reply on “HEP Software: past, present, future” only

▪ Python is highlighted as far as the present goes !

▪ AI/ML stands out in the future ! 

▪  Not bad a visual / interpretation …
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HEP Software (& Computing) – trend of a “curse of dimensionality in software”
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Time evolution (function) 
may differ, but every aspect 

tends to grow with time!

Many sources of challenges

… but these can be turned into opportunities,

e.g. better physics and faster development !

- Requires R&D, investment in people, etc.



Eduardo Rodrigues 7/17Open Symposium on the EPPSU 2026, Venice Lido, 23rd June 2025

Very early days                                                   Past                              Recent past & present            Future

HEP Software: it all revolves around a language, or several

Julia

▪ 40-ish years before the 2000s: the reign of Fortran

▪ Present: C++ & Python (Python increasingly used in user analysis)

▪ Julia sneaking into the arena, especially in smaller experiments

▪ “High performance meets high productivity”, ever-growing community & (HEP) tooling

▪ Present & future: increasing mix of languages
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HEP Software: software runs on hardware – heterogeneity of hardware

▪ CPUs in the past; now also GPUs, FPGAs, TPUs, IPUs, APUs

▪ Accelerators / heterogeneous architectures keep growing in importance

▪ This may be an (increasing) issue for HEP, at least it brings challenges:

▪ Outside world of AI/ML dictating the evolution – what’s coming next ?

▪ Different technologies often come with their software libraries / languages !

▪ CUDA, Alpaka, HIP, Kokkos, HPX, OpenACC, OpenMP, OpenCL, oneAPI, TBB, SYCL, …

▪ Lots of possible routes – challenge is how to converge and ensure long-term support

▪ Portability seen as an important way for HEP to be “adaptive”

▪ We must embrace technology developments & evolution

to fully exploit the HL-LHC programme

▪ Promising route – making opportunities out of challenges:

▪ Continue to engage in R&D on new topics and areas of special importance to HEP

▪ Adopt ML solutions that the hardware “naturally” supports

▪ Contribute to software developments to try and ensure HEP use cases aren’t ignored

See CHEP 2024 A. Bocci’s talk.
Slide taken from summary talk.

CMS example

https://indico.cern.ch/event/1338689/contributions/6010019/
https://indico.cern.ch/event/1475492/#1-triggering-strategies-and-he


Eduardo Rodrigues 9/17Open Symposium on the EPPSU 2026, Venice Lido, 23rd June 2025

PAW

MINUIT

HEP Software: past, present, future – key Fortran domain-specific libraries

Pre-LHC

https://cds.cern.ch/record/2296392
https://cds.cern.ch/record/2296378/
https://cds.cern.ch/record/2296388/
https://ktjet.hepforge.org/fortran/ktclusdble.f
https://paw.web.cern.ch/paw/mlpfit/pawmlp.html
https://cds.cern.ch/record/2296395/
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HEP Software: past, present, future – a plethora of domain-specific libraries

▪ Not to mention experiment-specific & 

“infrastructure” libraries and frameworks

▪ CVMFS, DIRAC, Rucio, SWAN, etc. 

▪ … and R&D software

▪ AdePT, Celeritas, traccc, etc.

▪ Number of libraries is bound to increase …

▪ … especially when adding AI/ML to the mix …

<Add your favourite / 
guess future ones …>

FastJet
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HEP Software: diversity of libraries and dependencies – example on analysis

From CERN CDS record. PAW website.

PAST:

▪ 1 language – Fortran

▪ Mostly domain-specific libraries,

hence few(er) dependencies with the outside

▪ Rather centralised developments

PRESENT & FUTURE:

▪ Mostly C++ & Python (& Julia?)

▪ Increasingly higher # of dependencies with non-HEP (data science) and Industry tools

▪ Especially true for AI/ML …

▪ More de-centralised developments, increase in community projects

▪ Software stacks, analysis models & workflows keep increasing in complexity

▪ Necessity to deal with complexity of data to process & analyse

▪ Trend to move from rather rigid frameworks to more flexible toolsets

▪ Makes evolution of individual pieces less painful than previously and

lowers the risk of being stuck in local minima. Then interoperability is a key feature

▪ And many other libraries !

▪ E.g., not listing experiment-specific 

ones such as CMS Combine,

workflow languages, …
Non-HEP

https://cds.cern.ch/record/2296392
https://paw.web.cern.ch/paw/
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HEP Software: past, present, future – AI/ML to the mix

ML model translated to C++ code 
with TMVA-SOFIE, differentiation in 

ROOT provided by Clad

▪ AI/ML has been, and will be ever more, entangled with everything we do

▪ Generators, simulation, reconstruction, object identification, analysis, etc.

▪ It also starts aiding with code writing and documentation, and operations …

▪ We never depended on / needed so much software from the wider scientific world and Industry !

▪ Software landscape mostly driven by Industry

▪ Opportunity:

▪ Engagement with the outside is happening

but can be enhanced, bi-directionally !

▪ Encourage direct (code) contributions from HEP

CERN EP-SFT’s ML4EP project
(Machine Learning Tools for the Experiments)

Non-HEP

Differentiable programming 
came a few years to the arena. 

Watch this space.

…
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HEP Software: sheer increase in data volumes to process

Eur. Phys. J. Plus 138 (2023) 11, 1005

▪ Data collection rates increased by ~6 orders of magnitude over 40 years !  

▪ Software throughput did not, to the same level

▪ We went distributed (the Grid) and parallel and multi-threaded

▪ Help here from technology evolution, notably GPUs

▪ Need to continue improving the software (& computing)

to be able to digest data in reasonable timeframes …
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CERN experiments have stored 

more data during Run3 than in

the entire history of the laboratory.

Instantaneous data rates (bandwidth)

of HEP experiments over the past four decades

https://doi.org/10.1140/epjp/s13360-023-04599-6
https://indico.cern.ch/event/1484669/contributions/6463232/attachments/3060410/5412644/WLCG-Workshop-2025-intro.pdf
https://indico.cern.ch/e/wlcg-hsf-2025
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▪ HEP software is historically developed and maintained for long, often decades

▪ In stark contrast with much of what we see happening outside, especially for AI/ML related software from Industry

▪ Considerable challenge for HEP – mitigate HEP written & maintained with from-industry ever-more-leveraged software!

▪ Notable example: for software preservation purposes (DPHEP) and usage with LEP stacks,

the Fortran CERNLIB from the 1970s to 2000s was consolidated 

HEP Software: past, present, future – maintenance, sustainability, preservation

From M. Mazurek

arXiv:2303.07506 [physics.comp-ph]

https://dphep.web.cern.ch/
https://indico.cern.ch/event/1327487/
https://arxiv.org/abs/2303.07506
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HEP Software: past, present, future – the community is more and more organised
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arXiv:2004.07675 [physics.data-an]
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arXiv:2209.14984 [physics.comp-ph]

https://arxiv.org/abs/1311.2567
https://arxiv.org/abs/2004.07675
https://arxiv.org/abs/2210.05822
https://arxiv.org/abs/2302.01317
https://doi.org/10.1007/s41781-018-0018-8
https://arxiv.org/abs/2209.14984
https://doi.org/10.1007/s41781-021-00069-9
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HEP Software: past, present, future – the community is more and more organised

Growing number of national R&D projects:

▪ EP R&D, NextGen (CERN)

▪ ExCALIBUR-HEP, SWIFT-HEP (UK)

▪ HEP-CCE, IRIS-HEP (US)

▪ Etc.

And international projets:

▪ AIDAInnova (European Commission)

▪ Geant4

▪ ROOT

▪ Scikit-HEP

▪ Etc.

Community organisations:

▪ HSF (with PyHEP and JuliaHEP, training)

▪ IML

▪ Etc.

Significant impact 
from any of these !
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HEP Software @ European Particle Physics Strategy Update : 2020 → 2025
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We have been, and will keep, facing challenges,

which we ought to / can change into opportunities:

▪ Software (and computing) is only scaling up

and becoming more complex in various ways

“Curse of dimensionality of challenges in HEP software”

▪ Heterogeneity is everywhere, software- and languages-wise,

not just in terms of hardware we use

▪ AI/ML and heterogeneous computing increases throughput and 

physics reach, if we are prepared to invest

▪ Increasing usage of non-HEP software.

Useful to engage bi-directionally

▪ Longer-term planning and support is paramount

▪ The future ought to be greener

▪ Long-term development, maintenance, and user support of essential software packages with 

targeted investment

▪ R&D efforts cutting across project or discipline boundaries should be supported from proof of 

concept to prototype to production.

▪ Support for computing professionals … to conduct code re-engineering

▪ and adaptation will enable us to use heterogeneous resources most effectively

▪ Strong investment in career development
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http://dx.doi.org/10.17181/CERN.JSC6.W89E
https://arxiv.org/abs/2210.05822
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Thank you for listening !

[Apologies for brevity and hence inevitable omissions.]
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How to define / view (experimental) HEP Software ?

Taken from V. Glogorov, HSF Mini workshop: Trig & Reco Input for European Strategy for Particle Physics 2025

https://indico.cern.ch/event/1475492/
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HEP software skills are highly valued outside HEP ! (Sad – not enough within HEP)

Taken from
« UK strategy for engagement with CERN: unlocking the full potential of UK membership of CERN »

https://www.gov.uk/government/publications/uk-strategy-for-engagement-with-cern-unlocking-the-full-potential-of-uk-membership-of-cern
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*  how to

*  - set examples from signal and background ntuples

*  - define a network

*  - train the network

*  - test the network

*

* J.Schwindling 01-June-99

mlp/create 8 5     | create the network first

h/fil 1 ww.ntup

mlp/lpat/set //lun1/2000 sqrt(v1)%v2%v3%v4%v5%v6%v7%v8 1. 1. 1000 1 typ=0

mlp/tpat/set //lun1/2000 sqrt(v1)%v2%v3%v4%v5%v6%v7%v8 1. 1. 4000 5001 typ=0

h/fil 2 qq.ntup

mlp/lpat/set //lun2/2000 sqrt(v1)%v2%v3%v4%v5%v6%v7%v8 0. 1. 1000 1 ! +

mlp/tpat/set //lun2/2000 sqrt(v1)%v2%v3%v4%v5%v6%v7%v8 0. 1. 4000 5001 ! +

mlp/learn 100

read suite

1d 1000 ' ' 100 -0.5 1.5

1d 1100 ' ' 100 -0.5 1.5

nt/proj 1000 //lun1/2000.pawmlp.f(0.) typ=0

nt/proj 1100 //lun2/2000.pawmlp.f(0.)

set xmgl 2.5

set xlab 1.7

his/pl 1100

set htyp -3

his/pl 1000 s

set htyp

atit 'NN output' 'Number of events'

HEP Software: past, present, future – PAW with Fortran & a DSL

Fitting with Minuit
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High performance meets high productivity

▪ As easy and productive as Python; as fast as C++

Modern tooling for complex HEP workflows

▪ Used experiment analysis, large-scale simulations and industrial 

applications

Ever-growing community

▪ HSF’s JuliaHEP Activity Area

▪ See also https://www.juliahep.org

▪ CHEP 2024 plenary talk

▪ JuliaHEP annual workshop (ECAP 2023, CERN 2024, Princeton 2025)

HEP Software: past, present, future – the          programming language in HEP

https://hepsoftwarefoundation.org/activities/juliahep.html
https://www.juliahep.org


Eduardo Rodrigues 23/17Open Symposium on the EPPSU 2026, Venice Lido, 23rd June 2025

HEP Software: past, present, future – the rise of Quantum …?

▪ Quantum Science & Computing is a hot topic worldwide

▪ HEP has been involved in / exploring various areas since years …

▪ But still largely a niche activity

▪ Software contributions wise, still relatively little to say

- Challenge – each Q computer technology has its own software

▪ HEP does contribute to software, e.g. 

▪ Still a long way, but see recent reports from

US Snowmass & CERN’s QC4HEP

▪ Fault-tolerance achieved in time for the next EPPSU …?

At CERN:

▪ Nov. 2018, 1st workshop on Quantum Computing in HEP

▪ June 2020: CERN launches the Quantum Technology Initiative (QTI)

▪ March 2024: launch of the Open Quantum Institute

March 2024: Operational launch of the Open Quantum Institute

The Open Quantum Institute

CERN Quantum Technology Initiative

https://arxiv.org/abs/2209.06786
https://arxiv.org/abs/2307.03236
https://indico.cern.ch/event/719844/
https://home.cern/news/news/computing/cern-meets-quantum-technology
https://quantum.cern/
https://open-quantum-institute.cern/
https://quantum.cern/index.php/events/operational-launch-open-quantum-institute
https://open-quantum-institute.cern/
https://quantum.cern/
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▪ Code snippet with ROOT, some of Scikit-HEP, and seaborn (wider scientific Python library)

- BTW, you could mix/swap which libraries to use for each snippet “section”

HEP Software: past, present, future – interoperability has become important
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▪ (Back in 2024) After 7-ish years we can proudly splash our “NumPy fueled” shell ecosystem side-by-side ☺ !

     - The full HEP ecosystem is of course wider, ROOT being prominent, in particular – some call it the PyHEP ecosystem

                                                                                                                               (In the mean time Coffea joined the org; it is no longer an affiliated package)

Scikit-HEP contribution to the HEP domain-specific Python analysis ecosystem
(N

o
t a fu

ll list.)

https://speakerdeck.com/jakevdp/the-unexpected-effectiveness-of-python-in-science
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Showcasing HEP Python packages working together atop the scientific ecosystem

https://doi.org/10.25080/KMXN4784
https://github.com/ekourlit/scipy2024-ATLAS-demo 

▪ SciPy 2024 contribution paper describing to a

broad audience how a large scientific collaboration 

leverages the power of the Scientific Python 

ecosystem to tackle domain-specific challenges

and advance our understanding of the Cosmos

- Through a simplified example of the renowned

   Higgs boson discovery

- With a Jupyter notebook showing the various steps

  from data cleaning, statistical interpretation

  and visualization at scale, with many Scikit-HEP packages

  and others as well (Dask, etc.)

https://doi.org/10.25080/KMXN4784
https://github.com/ekourlit/scipy2024-ATLAS-demo


https://root.cernROOT: Foundational Open-Source Software for Science

● History & Status: Released 1995. Current: ROOT 6. Actively developed ROOT 7 (LHC Run 4).

● Development Model: Open-source & open-development (GitHub). Community contributions 

exceed core devs 2:1. Supported by international institutes & users.

● Massive Adoption:

○ Core of LHC experiment software stacks (>2 Exabytes data in ROOT format).

○ Used widely, e.g.: Tevatron, Belle II, DUNE, ePIC, GSI + thousands of individual scientists.

● Key Innovations:

○ Rewritten multiple times for evolution.

○ Pioneered HEP IO, columnar data format & C++ reflection.

○ Created Cling (C++ interpreter) & PyROOT/Cppyy (seamless C++/Python integration).

○ Anticipated distributed computing (PROOF → Dask/Spark concepts).

● Future Focus:

○ ROOT 7 development (RDataFrame, RNTuple).

○ Supporting LHC Run 4 & future colliders (FCC).

○ Engaging diverse communities for future-proof solutions.



Geant4: Open-Source Particle Simulation Toolkit

● Core Function: Object-oriented C++ Monte Carlo toolkit for simulating particle-matter interactions 
● Scope & Adoption:

○ 30-year international collaboration spanning HEP, medical, space, nuclear physics
○ De-facto HEP standard with > 20k citations; used from experiment design to final analysis

● Key Innovations:
○ Pioneered large-scale OO C++ in HEP software
○ Physics advancements:

■ EM: High-precision, G4HepEm (CPU/GPU-accelerated)
■ Hadronic: Refined models (FTF/QGS strings, BERT/BIC/INCL cascades), FLUKA interface

● Continuous Improvement:
○ Precision: User-driven model extensions (charm/bottom hadrons, hypernuclei)
○ Speed: Geometry optimizations (e.g., ATLAS EMEC), GPU R&D (AdePT/Celeritas), ML fast-sim 

(ATLAS GAN)
○ Robust validation suite (geant-val.cern.ch)

● Future Challenges:
○ Scaling for HL-LHC/future colliders: higher precision & throughput
○ Knowledge transfer: Replacing pioneer developers while retaining expertise



ML4EP: Machine Learning Tools for the Experiments

● Core Concept: 
○ Developing and maintain common ML software solutions required by experiments 
○ Avoiding duplication of ML activities
○ Hosting common ML activities in SFT and in the NextGen trigger project

● Key Innovations:
○ Diffusions models for fast simulation of calorimeter showers which can be generalised and used on 

different detectors
○ Translation of ML models to C++ for CPU and GPU (SOFIE)
○ Bring ML models to FPGA (hls4ml)
○ Library to compress ML models using quantization and pruning (PQuant)

● Impact & Adoption:
○ Develop unique ML technologies needed by experiment, not in competition with industry 
○ Produced tools (e.g., hls4ml) can be used outside HEP and in industry

● Users: 
○ All LHC experiments, future experiments and industry (ML on edge)



CVMFS: Revolutionizing Scientific Software Distribution

● Core Concept: 

○ Global read-only filesystem delivering software/data like a streaming service

○ "Enabled 100,000+ core workflows to run identical software without sysadmin intervention"*

● Key Innovations:

○ Content-addressable storage (deduplication + versioning)

○ HTTP-based global distribution with auto-caching

○ Seamless container integration (containerd/docker)

○ Cryptographic integrity + zero local maintenance

● Impact & Adoption:

○ Preservation: Critical for reproducible science & decade-long experiment lifecycles

○ Scale: Distributes petabytes to >1M cores (LHC runs) with minimal local storage

○ Efficiency: Eliminates local installs; updates propagate in minutes

● Users: 

○ All LHC experiments, HENP, Astrophysics (LIGO/SKA/LSST), HPCs, industry
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