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Figure 3: A comparison of the data size of big data companies. If the LHC would not utilise a trigger system, the data would correspond to 40 exabytes per year. Source: How Big are Big Data 2021 

40,000 exabytes/year 
produced!

What we can afford to keep

https://towardsdatascience.com/how-big-are-big-data-in-2021-6dc09aff5ced
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This readout technology doesn’t (yet) 
exist! 

 
Ultimate precision at future colliders 
could be bottlenecked by our data 

acquisition systems 
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experiment. In that study, a Convolutional Neural Network (CNN) -based autoencoder was real-
ized using automatic layout design (i.e., place and route) tools with more than half a million digital
logic gates dissipating few 100’s of mW of power and consuming significant real-estate. Area
and power metrics are critical design parameters, which define the boundaries for the design and
usable implementation of ASICs.

Figure 1. Introducing a neural processor for real-time data processing on the readout integrated circuit.

2 Signal modeling and data preparation

Ground truth training data, of which the generation process is shown in figure 2, was prepared as
sampled waveform snippets resulting from simulating the readout analog circuitry and modelling
the sensor as a 50 μm thick low-gain avalanche diode sensor. Charge pulses are simulated using a
model based on straggling functions [4] for energy loss of minimum ionizing particles traversing
a silicon sensor and generation of charge due to drift and multiplication. The charge pulses are
represented as 25-point piece-wise linear functions and converted into the s-domain. The sensor
currents and distribution of charge pulses are shown in figures 2(a) and (b). The analog processing
chain, described as a CR-RC3 filter, is characterized by the peaking time of the impulse response
chosen to be approximately two times longer than the duration of the charge pulses and is shown
in figure 2(c). The time domain response of the analog chain stimulated by the charge signals is
calculated as an inverse Laplace transform of the product of s-domain representation of the sensor
charge pulses and the transfer function of the filter. Examples of these operations are shown in
figure 2(d). The time domain response of the analog chain are recorded as waveform snippets
allowing some padding before each pulse. Then, noise is added in time domain, by generation
noise sequences, chopping their length to match the lengths of the waveform snippets and adding
both as shown in figure 2(e). Noise is generating as bandwidth limited time sequences obtained
by a superposition of individual impulse responses to a sequence of delta pulses of randomized
polarity and amplitude. A typical noise power frequency spectrum, for which the dominating
noise source is the first stage of the processing chain is modeled. The variance of the noise time
sequence is calculated and the noise process is scaled to result in the planned signal-to-noise ratio,
for example, 30 or 15. A total of about 10k waveform snippets, such as the one shown in figure 2(f),
with noise have been generated. The original values of charge magnitude and time of arrival have
been written together with each waveform snippet to allow testing of the investigated processing
methods. The subsampling, used in the later experiments, is depicted figure 2(f) by red circles.

The original simulation waveform timing window of 8 ns is sampled at the rate of ∼3 ps,
containing 3401 samples. To reflect waveform digitization in real applications, all waveforms are
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Data readout bottleneck
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Gbps bottleneck

Example vertex detector inner layer from before (#241 FCC-ee): 
 

32 bits pixel data in inner layer @ 200 MHz/cm2


24.4 Gbit/s 

Current technology 3.2 - 6.4 Gbit/s 
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experiment. In that study, a Convolutional Neural Network (CNN) -based autoencoder was real-
ized using automatic layout design (i.e., place and route) tools with more than half a million digital
logic gates dissipating few 100’s of mW of power and consuming significant real-estate. Area
and power metrics are critical design parameters, which define the boundaries for the design and
usable implementation of ASICs.

Figure 1. Introducing a neural processor for real-time data processing on the readout integrated circuit.

2 Signal modeling and data preparation

Ground truth training data, of which the generation process is shown in figure 2, was prepared as
sampled waveform snippets resulting from simulating the readout analog circuitry and modelling
the sensor as a 50 μm thick low-gain avalanche diode sensor. Charge pulses are simulated using a
model based on straggling functions [4] for energy loss of minimum ionizing particles traversing
a silicon sensor and generation of charge due to drift and multiplication. The charge pulses are
represented as 25-point piece-wise linear functions and converted into the s-domain. The sensor
currents and distribution of charge pulses are shown in figures 2(a) and (b). The analog processing
chain, described as a CR-RC3 filter, is characterized by the peaking time of the impulse response
chosen to be approximately two times longer than the duration of the charge pulses and is shown
in figure 2(c). The time domain response of the analog chain stimulated by the charge signals is
calculated as an inverse Laplace transform of the product of s-domain representation of the sensor
charge pulses and the transfer function of the filter. Examples of these operations are shown in
figure 2(d). The time domain response of the analog chain are recorded as waveform snippets
allowing some padding before each pulse. Then, noise is added in time domain, by generation
noise sequences, chopping their length to match the lengths of the waveform snippets and adding
both as shown in figure 2(e). Noise is generating as bandwidth limited time sequences obtained
by a superposition of individual impulse responses to a sequence of delta pulses of randomized
polarity and amplitude. A typical noise power frequency spectrum, for which the dominating
noise source is the first stage of the processing chain is modeled. The variance of the noise time
sequence is calculated and the noise process is scaled to result in the planned signal-to-noise ratio,
for example, 30 or 15. A total of about 10k waveform snippets, such as the one shown in figure 2(f),
with noise have been generated. The original values of charge magnitude and time of arrival have
been written together with each waveform snippet to allow testing of the investigated processing
methods. The subsampling, used in the later experiments, is depicted figure 2(f) by red circles.

The original simulation waveform timing window of 8 ns is sampled at the rate of ∼3 ps,
containing 3401 samples. To reflect waveform digitization in real applications, all waveforms are
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HGQ

HEP hardware ML libraries:

( Collaboration with AMD:  
Brevitas for PyTorch)

#67 #124

https://indico.cern.ch/event/1439855/contributions/6461466/attachments/3045838/5381762/hep-eppsu-software.pdf
https://indico.cern.ch/event/1439855/contributions/6461528/attachments/3045901/5381842/ESPPU_Background_JENA_Computing_Initiative_2025_submit.pdf
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bending in B-Field and different cluster shapes
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• Subtle data patterns within 
single (pixel) layer! ML on ASIC 
on-detector 


• filtering, and/or


• featurizing


• Challenges 

•  
 

• Radiation hardness
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Smart Pixels
Pixel readout ASIC with ML


• frontend filtering:  
discard low-pT tracks


• feature extraction:  
particle position+angle 
Mixture Density Model

https://indico.cern.ch/event/1439855/contributions/6461413/attachments/3045779/5381683/Fermilab-EOI-HF-FCC-March2025.pdf
https://indico.cern.ch/event/1439855/contributions/6461493/attachments/3045866/5381793/FCC_PED_ESPPU_DetectorEoI_Backup.pdf
https://indico.cern.ch/event/1439855/contributions/6461658/attachments/3046037/5382018/#247_FCC_FinalReport_Vol2-02042025-EPPSU-FCChh.pdf
https://indico.cern.ch/event/1439855/contributions/6461636/attachments/3046014/5381987/#233_FCC_FinalReport_Vol2-02042025-EPPSU-FCCee.pdf
https://indico.cern.ch/event/1439855/contributions/6461497/attachments/3045870/5381798/EPPSU_Instrumentation_CPAD.pdf
https://indico.cern.ch/event/1439855/contributions/6461614/attachments/3045992/5381959/ALLEGRO_Full_Detector_Concept_EoI-ESU-Mar27-2025.pdf
https://indico.cern.ch/event/1439855/contributions/6461662/attachments/3046042/5382026/European_Strategy_Input_2024-3.pdf
http://www.apple.com/uk
https://nips.cc/media/PosterPDFs/NeurIPS%202023/76175.png
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Figure 7. Block diagram of the 28nm CMOS ASIC design.

Figure 8. (Left) Photograph of the KCU105 development board with the custom FMC ASIC carrier with
ASIC wire bonded to it. (Right) Zoomed in photograph of the 28nm CMOS ASIC (1mm x 1mm).

4.3 Fabrication

The submission of this ASIC design to the TSMC 28nm MPW was completed in July 2023, and the
design was received in January 2024. Although the custom PCB carrier for the 28nm ASIC di!ers
from that of the 130nm ASIC, the majority of the firmware and software was adapted from the
previous project with minor modifications to incorporate streaming PGPv4 support, utilizing the
same KCU105 development board. A photograph showing the 28nm CMOS ASIC wire-bonded
to a custom PCB carrier, and the ASIC on the FMC card alongside the KCU105, can be seen in
Figure 8. The dimensions of the custom PCB carrier are 6.90 cm x 7.65 cm.
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https://indico.cern.ch/event/1439855/contributions/6461413/attachments/3045779/5381683/Fermilab-EOI-HF-FCC-March2025.pdf
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https://indico.cern.ch/event/1439855/contributions/6461662/attachments/3046042/5382026/European_Strategy_Input_2024-3.pdf
https://indico.cern.ch/event/1439855/contributions/6461493/attachments/3045866/5381793/FCC_PED_ESPPU_DetectorEoI_Backup.pdf
https://fastmachinelearning.org/smart-pixels/
https://nips.cc/media/PosterPDFs/NeurIPS%202023/76175.png
https://arxiv.org/abs/2404.17701
https://arxiv.org/abs/2404.17701
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• The pathway to put ML on-detector!

Pixel readout ASIC with ML


• frontend filtering:  
discard low-pT tracks


• feature extraction:  
particle position+angle 
Mixture Density Model
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Transmit encoded data!

Encoded data

Encoder architecture
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Encoder architecture
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Figure 7. Block diagram of the 28nm CMOS ASIC design.

Figure 8. (Left) Photograph of the KCU105 development board with the custom FMC ASIC carrier with
ASIC wire bonded to it. (Right) Zoomed in photograph of the 28nm CMOS ASIC (1mm x 1mm).

4.3 Fabrication

The submission of this ASIC design to the TSMC 28nm MPW was completed in July 2023, and the
design was received in January 2024. Although the custom PCB carrier for the 28nm ASIC di!ers
from that of the 130nm ASIC, the majority of the firmware and software was adapted from the
previous project with minor modifications to incorporate streaming PGPv4 support, utilizing the
same KCU105 development board. A photograph showing the 28nm CMOS ASIC wire-bonded
to a custom PCB carrier, and the ASIC on the FMC card alongside the KCU105, can be seen in
Figure 8. The dimensions of the custom PCB carrier are 6.90 cm x 7.65 cm.
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https://arxiv.org/abs/2404.17701
https://arxiv.org/abs/2404.17701
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experiment. In that study, a Convolutional Neural Network (CNN) -based autoencoder was real-
ized using automatic layout design (i.e., place and route) tools with more than half a million digital
logic gates dissipating few 100’s of mW of power and consuming significant real-estate. Area
and power metrics are critical design parameters, which define the boundaries for the design and
usable implementation of ASICs.

Figure 1. Introducing a neural processor for real-time data processing on the readout integrated circuit.

2 Signal modeling and data preparation

Ground truth training data, of which the generation process is shown in figure 2, was prepared as
sampled waveform snippets resulting from simulating the readout analog circuitry and modelling
the sensor as a 50 μm thick low-gain avalanche diode sensor. Charge pulses are simulated using a
model based on straggling functions [4] for energy loss of minimum ionizing particles traversing
a silicon sensor and generation of charge due to drift and multiplication. The charge pulses are
represented as 25-point piece-wise linear functions and converted into the s-domain. The sensor
currents and distribution of charge pulses are shown in figures 2(a) and (b). The analog processing
chain, described as a CR-RC3 filter, is characterized by the peaking time of the impulse response
chosen to be approximately two times longer than the duration of the charge pulses and is shown
in figure 2(c). The time domain response of the analog chain stimulated by the charge signals is
calculated as an inverse Laplace transform of the product of s-domain representation of the sensor
charge pulses and the transfer function of the filter. Examples of these operations are shown in
figure 2(d). The time domain response of the analog chain are recorded as waveform snippets
allowing some padding before each pulse. Then, noise is added in time domain, by generation
noise sequences, chopping their length to match the lengths of the waveform snippets and adding
both as shown in figure 2(e). Noise is generating as bandwidth limited time sequences obtained
by a superposition of individual impulse responses to a sequence of delta pulses of randomized
polarity and amplitude. A typical noise power frequency spectrum, for which the dominating
noise source is the first stage of the processing chain is modeled. The variance of the noise time
sequence is calculated and the noise process is scaled to result in the planned signal-to-noise ratio,
for example, 30 or 15. A total of about 10k waveform snippets, such as the one shown in figure 2(f),
with noise have been generated. The original values of charge magnitude and time of arrival have
been written together with each waveform snippet to allow testing of the investigated processing
methods. The subsampling, used in the later experiments, is depicted figure 2(f) by red circles.

The original simulation waveform timing window of 8 ns is sampled at the rate of ∼3 ps,
containing 3401 samples. To reflect waveform digitization in real applications, all waveforms are
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Lower-level information like tracks and particles in hardware triggers has lead to 
increased usage of set-based and graph-based architectures, like 250 ns 

DeepSet flavour tagging!

Object tagging for Phase-2 CMS  

https://twiki.cern.ch/twiki/bin/view/CMSPublic/L1TNGJetDPSNote2025
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arxiv:411.13596 

GNN-based 
Track- and

Vertexfinding
Pipeline
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(Nodes) Edges Edge-

Classification
Track  

Finding
Vertex  
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Graph
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Current Status
Implemented Object Condensation for CDC Track
Finding and testing BGx0 samples and BGx1
early-phase3 samples

Evaluation Object Condensation Prediction

Working on Object Condensation Truth Matching for
Tracks

Outlook
Differentiate between beam-background Tracks and Fake
Tracks using Sallys Framework

Include TDC and ADC as available for trigger level and only
use trigger

Track Finding Data/MC comparison for muon samples

Include position prediction

Single Track and beam-background Performance Evaluation

15/15 10/11/2022 Lea Reuter - lea.reuter@kit.edu: GNN-based Track and Vertex Finding Institute of Experimental Particle Physics (ETP)

Summary and Outlook

(a) Example event display in the x → y-plane. Filled
colored circular markers show signal hits, filled gray
triangular markers show background hits (see Fig. 1
for details). Markers with colored outlines are found
by the GNN to belong to the same track object. The
GNN predictions (colored lines) are drawn using the
predicted starting point and three momentum for the
predicted particle charge, and the corresponding con-
densation point is marked by a colored cross.

(b) Cluster space representation (top) in 3D with con-
densation points marked by a cross, and (bottom)
2D projections. The colors are identical to those in
Fig. 4a.

Fig. 4: (Fig. 4a) Event display and (Fig. 4b)
cluster space representation of one example event
from category 11 (Tab. 1) for high data beam back-

grounds.

(a) Category 2.

(b) K0
S ↑ ω+ω→ (barrel).

Fig. 5: Combined track finding and fitting
charge e!ciency as function of purity for the
CAT Finder , and the respective value for the
Baseline Finder for (a) category 2 and (b) K0

S →
ω+ω→ for high data beam backgrounds. See text for
details.
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•Belle-2 uses ML for GNN-based offline tracking!


•Work ongoing on bringing this to the hardware trigger


•Graph building non-trivial (arxiv:2307.0728)


•Already use neural track hardware trigger for vertex-reconstruction, and azimuthal and 
polar angles of single particle track

https://arxiv.org/pdf/2411.13596
https://arxiv.org/abs/2307.07289
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Anomaly detection with 
VAEs in 50 ns 

CMS DP2023_079 
E. Govorkova et al (2022)

Quantised Interaction 
Networks and Deep Sets 

in <160 ns 

P. Odagiu et al. 2024 

Fully on-chip 
transformers in 90 ns 
(500k flops, 9k param) 

IEEE ICFTP 2022 
arxiv:409.05207

The resulting hardware operations are depicted in Fig. 6 and
7. It is important to note that operations like exponentiation,
division or taking a logarithm usually rely on precomputing a
wide range of values and mapping them in memory or LUTs
to allow for lookup at run-time. Hence, the optimized design
requires one fewer lookup while also replacing multiplication
by a subtraction, which can be simpler to express in hardware.
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Fig. 6. Direct hardware implementations of log softmax.
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Fig. 7. Optimized hardware implementations of log softmax.

Although further simplifications, including approximating
the summation by finding the maximum (see equation 5) or
simply omitting the logarithm portion of the expression, were
also evaluated, they noticeably lowered the final accuracy and
were thus abandoned.

(5)

log(ω(xi)) = exi → log(
N∑

j=1

exj )

= exi →
N∑

j=1

log(exj )

= exi →
N∑

j=1

xj

↑ exi →max(x)

The final and most crucial optimization involved pipelining
the design. In order for an HLS design to be pipelined, several
other optimizations have to be applied, either automatically
(derived from project’s constraints) or manually (using HLS
pragma directives). The most notable ones are loop unrolling,
array partitioning, and function inlining, all of which were
set to trade-off the hardware resources for the lowest latency
possible.

V. EVALUATION AND ANALYSIS

A. Dataset and Preprocessing
The dataset used in this work consists of simulated 13

TeV energy LHC proton-proton collisions, and it includes
information about the High-Level Features (HLF) [24] of
particle jest that were constructed using the anti-kt clustering

algorithm [25]. The dataset distinguishes five classes: light
quarks, top quarks, W bosons, Z bosons, and gluons.

It is also worth mentioning that normalization is the only
preprocessing measure used in this work. The samples are
simulated and do not contain any illegal or null values that
would require dropping or substituting, and for the same
reason, there is also no need for data augmentation.

B. Proposed Neural Network Inference Results
The simplification yields a significant reduction in FLOPS

to 583,676 and parameter number to 2,605. Not surprisingly,
this leads to a considerably faster inference, which is compared
with other state-of-the-art models in Table I and listed for
several other computing devices in Table II. The results have
been obtained by firstly performing 5 warm-up runs, followed
by CUDA-synchronization where applicable, and then timing
200 test runs, for which mean and standard deviation were
calculated. On a closer inspection, the results are similar to the
aforementioned DNN latency, however there are differences in
the evaluation methodology and the test bench specification,
which includes an Nvidia GTX 1080 GPU [26], which pre-
vents further conclusions.

TABLE I
SUMMARY OF NETWORKS’ INFERENCE TIME, ACCURACY,

FLOATING-POINT OPERATIONS PER SECOND AND PARAMETER NUMBER
FOR OPTIMAL BATCH SIZES, WITH BEST VALUES IN BOLD. INFERENCE

TIMES MEASURED USING NVIDIA GTX 1080 (*), NVIDIA GTX 1080 TI (‡).

Neural network
Inference per

batch (ms)
Accuracy /
aver. AUC

FLOPS Parameters

DNN [26] 1.0 ± 0.2* 0.760 / 0.941 27 k 14,725
CNN [26] 57.1 ± 0.5* 0.740 / 0.911 400 k 205,525
GRU [26] 23.2 ± 0.6* 0.750 / 0.912 46 k 15,575

JEDI-net [26] 121.2 ± 0.4* - / 0.959 116 M 33,625
JEDI-net with

∑
O [26] 402.0 ± 1.0* - / 0.957 458 M 8,767

Proposed network 1.2 ± 0.1‡ 0.761 / 0.940 584 k 2,605

TABLE II
COMPARISON OF SIMPLIFIED MODEL’S INFERENCE TIMES WITH BATCH

SIZE OF 128

Device Inference time
per batch (ms) per sample (µs)

CPU

Intel Xeon Silver 4110 (Dual) 1.741 ± 0.027 13.604 ± 0.207
Intel Xeon X5690 (Dual) 1.622 ± 0.026 12.670 ± 0.206
Intel Xeon E5-2620 v3 1.325 ± 0.123 10.350 ± 0.963
Intel Xeon Gold 6154 (Dual) 1.167 ± 0.066 9.112 ± 0.516

GPU
Nvidia GTX 1080 Ti 1.166 ± 0.112 9.111 ± 0.876
Nvidia TITAN X 1.154 ± 0.119 9.017 ± 0.928
Nvidia TITAN Xp 1.062 ± 0.036 8.296 ± 0.283

C. C Simulation and RTL Synthesis Results
With all of the optimizations, the HLS design was ready for

evaluation. Thanks to its high-performance, XCU250 (variant
figd2104-2L-e) was chosen as the target FPGA platform. C
simulation yielded an accuracy of 73.4% on a test data set
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Fig. 8. Proposed architecture with highlighted pipeline stages.

composed of 165,760 (80/20 split with training data set) 16-
dimensional HLF samples, which is a result worse by only 2.3
percent points compared to the Pytorch implementation. Due
to the intrinsic reduced precision of the fixed-point arithmetic,
that score matches the expectations.

The RTL synthesis report shows a remarkable improvement
in the inference time, from the Pytorch implementation values
in the magnitude of 10 µs down to 18 cycles at 200 MHz
which equates to 90 ns per sample. What is more, the design
is free from any pipeline stalls and achieves an initiation
interval of 1, meaning that a new sample can be input on
each cycle, with its result available after 18 cycles. Table III
lists the hardware resource utilization. It can be seen, that the
selected FPGA has a significant headroom, with DSP slices
usage being most significant due to the calculation-intensive
nature of transformer layers, followed by LUTs which were
prioritized as the storage over BRAMs to reduce latency.
Exploiting the design parallelism by using more hardware
resources to achieve lower latency is possible, and we leave
that for our future work.

TABLE III
FPGA RESOURCES UTILIZATION

BRAM 18K DSP48E FF LUT
Total used 12 4,351 58,942 298,881

Available 5,376 12,288 3,456,000 1,728,000

Utilization 0.22% 35.41% 1.71% 17.30%

D. Latency Analytical Model

A visualization of the architecture annotated with the
pipeline stages can be seen in Fig. 8. As a consequence of

pipelining the model, all the operations can be completed in
either one or two cycles. Certain operations like ReLU or
scaling share their stage with subsequent components due to
their simplicity.

The design configuration affects several of the pipeline
stages, and hence a significant portion of the latency. The
number of transformer layers have a direct impact on stages III
to XI, with each additional layer effectively duplicating them,
increasing the latency by 12 cycles. Within the transformer
block, each feed forward (linear and ReLU) layer contributes
one cycle. It is not obvious at first, but the number of
self-attention heads do not influence the latency as they are
executed in parallel.

Latency (cycles) = Ctop + T · (CSA + CT + F · CFF ) (6)

Overall, the latency can be expressed using a few variables
and constants, leading to the dependency seen in equation 6.
As for the notation, Ctop, CSA, CT , and CFF stand for the
constant cycles needed in the top-level, self-attention, trans-
former, and feed-forward components, while T and F mean
the number of transformers and feed-forward layers. Given
the design configuration of proposed model, the equation
suggests 18 cycles which is a correct approximation, however
without additional experiments, the analytical models allows
for reasoning about alternative designs based on the proposed
one.

E. Post-Training Quantization

Compared to the previous quantization methods, the pro-
posed post-training quantization approach is noticeably easier
to experiment with and deploy for existing models. By simply
specifying the target environment, the algorithm adapts the
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Well-established:  
MLPs, CNNs, DeepSets, 
GNNs, RNNs, symbolic 
regression, (variational) 
autoencoders, BDTs, 
IsolationTrees


Experimental: 
Transformers, large 
distributed CNNs 
(ResNet, VGG)

https://indico.cern.ch/event/1283970/contributions/5550630/


ESPP proposal: AI R&D collaborations
EuCAIF proposal for scalable, robust AI through cross-domain collaboration 

• AI for Detector and Accelerator Control: Accelerator performance, 
calibration, system monitoring.

• AI for Detector Optimization: Differentiable programming, reinforcement 
learning to maximize detector performance 

• AI for Event Reconstruction: Tracking, calorimetry, end-to-end 
foundation models.

• AI for Data Processing: Front-end electronics, trigger 

in close collaboration with the Fast Machine Learning Lab , CERN NGT, 
DRD-7 and EuCAIF AI-RDs
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https://fastmachinelearning.org/
https://nextgentriggers.web.cern.ch/
https://drd7.web.cern.ch/
https://eucaif.org/
https://indico.cern.ch/event/1439855/contributions/6461566/attachments/3045939/5381892/AI_DRD_initiativepaper.pdf


• ML is essential to address unique data and processing challenges in HEP


• Custom workflows and tools developed for extreme constraints


• AI/ML is ubiquitous in upcoming and future high-luminosity experiments


• Intelligent processing near sensors needed to manage data from granular 
detectors


• Cross-experiment collaboration (e.g. DRDs, AI-RDs) is key to future success!

Conclusion
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