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Disclaimer: Thankful for input by 
everyone. Bias and opinions in this 
synthesis are my own.



Past Present Future

WorldWideWeb: 
Proposal for a HyperText 

Project, Tim-Berners 
Lee et al 1990

Explosion of large-
language models 

(LLMS) 2025
???, 2060

35 years

Cannot be too ambitious for the physics 
possiblities from developments in AI


CERN did play a role in large-scale 
development beyond HEP

35 years

Development

CERN-GE-9407011-31; 
ChatGPT; Iron Man 2



200+ papers in 2024 
 
Similar for nucl-ex, 
astro-ph, hep-ph, …

Rapid rise of AI in fundamental physics 

Transition from concepts to applications


Recognition of AI work as Nobel-prize worthy

State of AI in Physics

See also https://iml-wg.github.io/HEPML-LivingReview/



AI widely mentioned
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AI widely mentioned

Topics

Tagging / Signal 
classification

Simulation / Generative 
Models

Particle flow / 
reconstruction

Foundation 
Models

Real-time (Trigger & DAQ)

Sustainability

Physics Informed

Beam control

Automated 
design

Sharing / 
Reinterpretability

Weak supervision /  
anomaly detection

Organisation

End2End Learning

Benchmarks

Perturbative 
calculation

Will discuss key developments & 
strategy ahead



Data Taking

7

Collider physics offers combination of 
data rate and latency requirements 

Relevant for data reduction and read-
out


Need efficient ML on FPGA hardware 
for current and future experiments

Already now: Exploring anomaly  
detection via autoencoders in CMS L1 

More in Thea’s talk

CMS-DP-2024-059



Evolution of algorithms from Run 1 to Run 3

26

Figure 14: Evolution of the 
light- (udsg, yellow bars) 
and c-jet (red bars) 
rejection for a fixed b-jet 
identification efficiency of 
70% for taggers from Run 1 
to Run 3. The BvsAll 
discriminator is used to 
derive all numbers.

Tagging
• Determine source of a jet/event/..

• Wide-spread application of classification

• Flavour/charm tagging relevant Higgs 

factories

DP2024_066, 1902.09914, V Breso at ML4Jets, ..

Orders of magnitude improvement in 
key physics application from better AI 

Direct pipeline from AI development to 
deployment


Boosted top 

quark tagging


Flavour 
tagging




Analysis Paradigms

Unfolding


Unfold in higher dimensions 
via reweighting and morphing

Simulation Based Inference


Unbinned high-dim shape 
information in statistical analysis 

improves sensitivity

Substantial improvements and qualitatively new 
approaches done already now
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order (NNLO) accuracy in QCD (up to O(↵2
s)) was obtained with the Poldis code [121, 122], which is based on the

Projection to Born Method [123]. These calculations are multiplied by hadronization corrections that are obtained with
Pythia 8.3 [124, 125] using its default set of parameters. These corrections are smaller than 10% for most kinematic
intervals and are consistent with corrections derived by an alternative generator, Herwig 7.2 [126, 127], using its
default parameters. The uncertainty of the calculations is given by the variation the factorization and renormalization
scale Q2 by a factor of two [121, 122] as well as NLOPDF4LHC15 variations [128].

The TMD calculation uses the framework developed in Refs. [33, 34] using the same jet radius and algorithm used in
this work3. The inputs are TMD PDFs and soft functions derived in Ref. [129], which were extracted from an analysis
of semi-inclusive DIS and Drell-Yan data. The calculation is performed at the next-to-leading logarithmic accuracy.
This calculation is performed within TMD factorization and no matching to the high qT region is included, where
the TMD approach is expected to be inaccurate. In contrast to pQCD calculations, the TMD calculations do not
require non-perturbative corrections, because such effects are already included. Calculations with the TMD framework
are available for the TMD sensitive cross sections, which are qjet

T /Q and ��jet. Uncertainties are not yet available
for the TMD predictions4. Additional TMD-based calculations are provided by the MC generator Cascade [131],
using matrix elements from KaTie [132] and parton branching TMD PDFs [133–135]. A first setup integrates to
HERAPDF2.0 [136] and a second setup uses angular ordering and pT as the renormalization scale [137, 138].

�1 0 1 20.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1/
�

je
t
d�

/d
�je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

�1 0 1 2

�jet

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
101 102

10�4

10�3

10�2

10�1

1/
�

je
t
d�

/d
pje

t
T

[1
/G

eV
]

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

101 102

pjet
T [GeV]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

1/
�

je
t
d�

/d
�

�
je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

��jet [rad]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

101

1/
�

je
t
d�

/d
qje

t
T

/Q H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

qjet
T /Q

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
�1 0 1 20.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1/
�

je
t
d�

/d
�je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

�1 0 1 2

�jet

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
101 102

10�4

10�3

10�2

10�1

1/
�

je
t
d�

/d
pje

t
T

[1
/G

eV
]

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

101 102

pjet
T [GeV]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

1/
�

je
t
d�

/d
�

�
je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

��jet [rad]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

101

1/
�

je
t
d�

/d
qje

t
T

/Q H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

qjet
T /Q

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity

�1 0 1 20.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1/
�

je
t
d�

/d
�je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

�1 0 1 2

�jet

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
101 102

10�4

10�3

10�2

10�1

1/
�

je
t
d�

/d
pje

t
T

[1
/G

eV
]

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

101 102

pjet
T [GeV]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

1/
�

je
t
d�

/d
�

�
je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

��jet [rad]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

101

1/
�

je
t
d�

/d
qje

t
T

/Q H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

qjet
T /Q

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
�1 0 1 20.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1/
�

je
t
d�

/d
�je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

�1 0 1 2

�jet

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
101 102

10�4

10�3

10�2

10�1

1/
�

je
t
d�

/d
pje

t
T

[1
/G

eV
]

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

101 102

pjet
T [GeV]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

1/
�

je
t
d�

/d
�

�
je

t

H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

��jet [rad]

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity
10�2 10�1 100

10�2

10�1

100

101

1/
�

je
t
d�

/d
qje

t
T

/Q H1
Q2 > 150 GeV2

0.2 < y < 0.7

pjet
T > 10 GeV
kT, R = 1.0

Data

Pythia 8.3

Herwig 7.2

Djangoh

Rapgap

Cascade set 1

Cascade set 2

NNLO � NP

TMD (LO + NLL�)

10�2 10�1 100

qjet
T /Q

0.5

1.0

1.5

M
od

el
/

D
at

a

artificial horizontal marker o�sets added for clarity

Figure 2. Measured cross sections, normalized to the inclusive jet production cross section, as a function of the jet transverse
momentum (top left) and jet pseudorapidity (top right), lepton-jet momentum balance (qjet

T
/Q) (lower left), and lepton-jet

azimuthal angle correlation (��jet) (lower right). Predictions obtained with the pQCD (corrected by hadronization effects,
“NP”) are shown as well. Predictions obtained with the TMD framework are shown for the qjet

T
/Q and ��jet cross sections. At

the bottom, the ratio between predictions and the data are shown. The gray bands represent the total systematic uncertainty
of the measurement; the bars represent the statistical uncertainty of the measurement, which is typically smaller than the
marker size. The error bar on the NNLO calculation represents scale, PDF, and hadronization uncertainties. The statistical
uncertainties on the MC predictions are smaller than the markers.

Results. The unfolded data and comparisons to predictions are presented in Fig. 2. The pjetT and ⌘jetlab cross sections
are described within uncertainties by the NNLO calculation. Note that while the QED corrections are mostly small,

3 This differs from the original paper [33] using the anti-kT algorithm. The difference is power suppressed at the accuracy of the calculation.
4 The scale variation procedure that is standard in the collinear framework does not translate easily to the TMD framework [130].

1911.09107; 2108.12376;  2412.01600, 2412.01548; 2412.03747

Anomaly detection


New searches with 
reduced model 

dependency

7. Performance and Validation 9

tistical fluctuations, that would be present when the methods are being applied to data, both
of which affect the performance achieved when training neural networks. Due to the limited
statistics of the QCD simulations, the mock datasets corresponded to an equivalent luminosity
of only 26.8 fb�1. Versions of the mock dataset with different amounts of injected signal events
were constructed, and the search procedure was repeated on each version. A background-only
version of the mock dataset was used to verify that no method produced artificial excesses.

Mock datasets with injected signals were used to test the sensitivities of the anomaly detection
methods. These datasets were used to determine the expected statistical significance of the
signal as a function of the size of the injected signal.

The sensitivities of the anomaly detection methods were compared to several standard meth-
ods to better contextualize their performance. These comparison methods utilize the same
basic selection criteria, fitting procedure and statistical analysis as employed by the anomaly
detection methods. The only difference is slightly modified event selections. The inclusive
search, defined previously, is used as a comparison model-agnostic approach. The first (sec-
ond) model-specific event selection is a typical substructure selection tailored to two-pronged
(three-pronged) signals and requires t21 < 0.4 (t32 < 0.65) and mSD > 50 GeV for both jets in
the event. The final model-specific event selection was intended to maximally exploit signal
information to achieve superior sensitivity. For this, a version of the QUAK procedure which
had a signal prior exactly matching the injected signal was used.

Figure 2 shows simulations of the sensitivity of the search methods, comparing the extracted
p-value as a function of the signal cross section for two benchmark signals, the 2+2 pronged
X ! YY0 ! 4q and the 3+3 pronged W0 ! B0t ! bZt.
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Figure 2: P-values as a function of the injected signal cross sections for the different analysis
procedures on for two different signals: (left) the 2-pronged X ! YY0 ! 4q signal with MX =
3 TeV, MY = 170 GeV, and MY0 = 170 GeV and (right) 3-pronged W0 ! B0t ! bZt signal
with MW 0 = 3 TeV and MB0 = 400 GeV. Significances are restricted to a maximum of 7s, to
reflect limitations of the asymptotic formula used. Values larger than this are denoted with a
downwards facing triangle.

As expected, the inclusive search was sensitive to both models, but was unable to reach ev-
idence or discovery-level significances at the considered signal cross sections because of the
large QCD background. The two-prong (three-pronged) targeted selections was found to im-
prove sensitivity beyond the inclusive search for the two-pronged X ! YY0 ! 4q signal (three-
pronged W0 ! B0t ! bZt signal), but were found to be significantly worse than the inclusive
selection on the three-pronged (two-pronged) signal. In contrast, all anomaly detection meth-
ods were able to demonstrate increased sensitivity above an inclusive search for both signals.
The relative performance of the anomaly detection methods were seen to vary between the



Simulation
1. Simulation or collider 

data as input 2. Train generative surrogate 3. Sample 

Broad effort to speed-up / bypass 
simulation at detector (e.g. calorimeters)  
and theory (event generators MadNIS/
Sherpa/..) level


~2 orders of magnitude speed-up on 
same hardware achieved


Essential for simulation needs of next 
generation experiments
1712.10321, 2109.02551, 2309.05704, 

2410.21611, …



End to end
1930s — Positron 
discovery: Single event

1990s — Top discovery: 
Multiple events, cut & 
count

11.1 Significance of the signal and its strength 41
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Figure 19: Diphoton mass spectrum weighted by the ratio S/(S + B) in each event class, to-
gether with the background subtracted weighted mass spectrum.

Table 5: Values of the best-fit signal strength, µ̂, when mH is treated as an unconstrained pa-
rameter, for the 7 TeV, 8 TeV, and combined datasets. The corresponding best-fit value of mH,
bmH, is also given.

µ̂ bmH (GeV)
7 TeV 2.22+0.62

�0.55 124.2
8 TeV 0.90+0.26

�0.23 124.9
Combined 1.14+0.26

�0.23 124.7

section times the relevant branching fractions, relative to the SM expectation. In Fig. 20 the
combined best-fit signal strength, µ̂, is shown as a function of the Higgs boson mass hypothesis,
both for the standard analysis (left) and for the cut-based analysis (right). The two analyses
agree well across the entire mass range. In addition to the signal around 125 GeV, both analyses
see a small upward fluctuation at 150 GeV, which is found to have a maximum local significance
of just over 2 s at mH = 151 GeV—slightly beyond the mass range of our analysis.

The best-fit signal strength for the main analysis, when the value of mH is treated as an un-
constrained parameter in the fit, is µ̂ = 1.14+0.26

�0.23, with the corresponding best-fit mass being
bmH = 124.7 GeV. The expected uncertainties in the best-fit signal strength, at this mass, are
+0.24 and �0.22. The values of the best-fit signal strength, derived separately for the 7 and
8 TeV datasets, are listed in Table 5. For the cut-based analysis the corresponding value is
µ̂ = 1.29+0.29

�0.26 at bmH = 124.6 GeV, and for the sideband background model analysis the value
measured is µ̂ = 1.06+0.26

�0.23 at bmH = 124.7 GeV. These values are shown in Table 6 together with
the expected uncertainty, and the corresponding values for the main analysis.

The uncertainty in the signal strength may be separated into statistical and systematic con-
tributions, with the latter further divided into those having, or not, a theoretical origin: µ̂ =

2010s — Higgs discovery: 
Histogram & shape 
information

20??s — X discovery: 
Holistic processing of low-
level information

Separately optimising  
…detector calibrations, particle flow 
objects, jet reconstruction, pile-up 
supression, object tagging, background 
rejection, signal selection…

loses information at each step


Future analysis will be event-level 
and end-to-end for optimal 
sensitivity


Jets and other objects for human 
consumption only



End to end
1930s — Positron 
discovery: Single event

1990s — Top discovery: 
Multiple events, cut & 
count
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…detector calibrations, particle fl



loses information at each step


Future analysis will be event-wise 
and end-to-end for optimal 
sensitivity


Jets and other objects for human 
consumption only

One step further: Differentiable 
programming and surrogates 
allow end-to-end optimsation of 
detector design

https://mode-collaboration.github.io/; 2203.13818; 2204.01681, ..



Foundation models
▪ Definition: 

▪ A foundation model is a machine learning model that once pretrained can be 
finetuned to different downstream tasks (Bommasani 2021   )

▪ The performance of pretraining + finetuning is better than training on the 
downstream task from scratch

▪ Transfer learning per se is nothing new, and it was already known from image models that 
earlier layers learn general properties of the data, and final layers focus on the specifics 
(Yosinski et al 2014   )

▪ The introduction of transformers and scaling up of datasets and models is what led to the era 
of foundation models

▪ Large language models (LLMs) like Chat-GPT made foundation models famous, but the 
concept is not limited to this type of models

Anna Hallin | Foundation models for HEP | June 19, 2025 7

Foundation models

Similarity across many AI problems in 
fundamental physics


Build multi-dataset multi-task foundation 
models that can be adapted via fine-tuning to 
new problems


Learn underlying joint representation


Improve:

performance (higher max. accuracy) 
data efficiency (lower number events needed) 
scientific turn-around (lower time to result)

7

Figure 6: Comparison of generated jets from the model trained on both q/g and t ! bqq
0 jets, to reconstructed

JetClass tokens. The top row shows jet level distributions, while the bottom row shows distributions on
the constituent level.

Figure 7: Performance of pre-trained and non-pre-trained models for the task of t ! bqq
0 vs q/g jet classifi-

cation. The area under the ROC-curve (AUC) metric is shown on the left, the classification accuracy on the
right.

IV. CONCLUSION

Foundation models for physics data are an entic-
ing promise: Trained on large amounts of data and
tasks, they are expected to easily generalize to any
down-stream problem, saving countless hours of hu-
man and compute time. In this paper we have taken
crucial steps towards the creation of such models.

First, we expect learned representations of data to
play a key role as inputs to foundation models. Rep-
resentations might be continuous and rely on symme-
tries or learn a mapping to a discrete space as done
here with tokenization. Note that while using data
raw — i.e. without prior mapping into a representa-
tion space — might be possible when only consider-
ing a narrow range of similar datasets, it is inherently

limiting when data from di↵erent sources or with dif-
ferent initial dimensionalities are to be considered.

Whatever representation is used, it will be impor-
tant to understand and minimize the loss of informa-
tion inherent in this transformation. This problem
is especially important for downstream uses such as
classification and regression tasks, as the loss of in-
formation can directly limit the achievable accuracy
or resolution. This work introduced a set of criteria
— both distribution and classifier based — that can
be used to assess the quality of any representation.

Using these metrics, we found a marked increase
in the resolution of relevant observables like mass
and jet substructure by using a codebook size of
8192 with conditional tokenization over binning-
based approaches, unconditional tokenization, and

2403.05618, … ; e.g. A Hallin’s overview at EUCAIFCon ‘25



Large-physics models

Agent-based hypothesis 
generation & iteration

2501.05382, 2506.08080, 2506.14757

Figure 2: Large Physics Models (LPMs) as central components of a
Multi-Domain Physics AI System. The figure depicts the central role that
tailored LPMs play in connecting conversational AI models (LLM trained as LPM)
with the theoretical, computational and empirical knowledge and infrastructure of
distinct physics subfields, including Gravitational Wave Physics, Particle Colliders
such as the Large Hadron Collider (LHC), and high-energy astrophysics. Subfield
LPMs are guided by a conversational AI with embedded physics knowledge.

proposing innovative experiments or questions to pose to the corpus of data, and
identifying promising research directions. Through processing vast amounts of
scientific literature and data, these models may uncover hidden patterns, connec-
tions, and gaps in existing knowledge, thereby guiding researchers towards novel
discoveries and breakthroughs. Notwithstanding, to facilitate e↵ective collabora-
tion between human researchers and LPMs, it is important to develop user-friendly
interfaces (presumably through natural language, but perhaps also incorporating
key visual components) that allow scientists to interact with the AI seamlessly.
These interfaces should enable researchers to input their queries, provide guidance,
and interpret the model’s outputs easily. In this way, by designing intuitive inter-
faces, the development pillar aims to bridge the gap between the technical aspects
of AI and the domain expertise of physicists, enabling a synergistic partnership.

4.2 Challenges and Methods

The development of physics-specific large-scale AI models presents a unique set
of challenges, ranging from data curation and processing to model design, high-
performance computing (HPC) and evaluation. These challenges are closely inter-
related and some require innovative approaches and interdisciplinary collaboration
to meet the diverse needs of physics research. In what follows, we briefly discuss
some of these challenges and outline initial approaches to address them. While
these e↵orts provide a basic perspective, further extensive work is required to fully
address these issues, particularly through the development of initial demonstrator
models.

Curating high-quality, diverse datasets is a significant challenge in developing
LPMs, especially when handling experimental and simulated data. These data
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Physics for AI
• Problems from fundamental physics 

historically driving force for informatics


• Chance to regain with future collider 
strategic push


• Topics of:  
real-time challenge 
multi-source uncertainty quantification 
ultra-rare signals 
complex detector data 
…



How to get there?

software support. This should include access to GPU clusters, a self-contained software

stack, and interfaces to high-performance computing (HPC) centers or AI Factories across

Europe. The European AI-RD initiative should be integrated with similar initiatives at

the national level. Figure 1 illustrates the roles of AI-RDs, AI-RDC, EuCAIF, and CERN,

along with their connections to ECFA, APPEC, and NuPECC.

The AI-RD initiative would complement existent project-based funding to ensure long-

term reliable funding, facilitate resource sharing, and accelerate the adoption of AI inno-

vations across fields. Once such AI-RDs are also recognized as suitable structures in the

APPEC and NuPECC communities, the corresponding AI activities can easily be merged

into the envisioned HEP framework.

Research program

AI-RDs can define a long-term, fundamental AI research program in fundamental physics.

They can also support the development and maintenance of standardized AI tools that

serve both experimental and theoretical physics, while enabling knowledge transfer between

institutions and experiments. Finally, they will facilitate a systematic evaluation of AI

methods and tools and provide training and career development opportunities for the next

generation of researchers. Examples of AI-RD groups relevant for HEP are:

• AI for Data Processing: AI-driven front-end electronics, trigger systems, and

real-time event selection. AI enables autonomous data-taking strategies, anomaly

detection, and online calibration. A HEP-specific challenge is real-time processing of

vast amounts of data, where domain knowledge of the detector will be helpful.

Figure 1. Structure of the proposed AI Research and Development collaborations (AI-RDs), the
AI Research and Development Committee (AI-RDC), and integration with the European Coalition
for AI in Fundamental Physics (EuCAIF), CERN, the European Committee for Future Accelerators
(ECFA), the Nuclear Physics European Collaboration Committee (NuPECC), and the Astroparticle
Physics European Consortium (APPEC).

– 4 –

• Form and coordinate AI R&D collaborations


• Organise research


• Central provider of tools


• Training and career development


• AI-RDs as nucleus for a future flagship AI effort

Examples: 
AI for Data Processing 
AI for Detector and Accelerator         
Control 
AI for Detector Optimization 
AI for Event Reconstruction 
AI for Analysis 
AI for Generation and Simulation 
AI for Theory 
AI for HPC Usage 
AI for Documentation and Education

See also CERN: https://edms.cern.ch/ui/file/3234243/2/RCS_AI_Program-v2-2.pdf →Expect workshop in September; 
https://eucaif.org/; JENA recommendations: 2503.14192

https://edms.cern.ch/ui/file/3234243/2/RCS_AI_Program-v2-2.pdf


Environment

Build conditions for 
future “AI Factory” 

at CERN

German input to 
European AI 
strategy highlights 
particles collisions

Link to future European large-scale AI 
initiatives


Politics expects leadership on AI in 
science from us  
→Benefit from CERN for AI discussion


Opportunity from possible future 
collider project as first AI first machine

See also e.g. input by CERN: https://ec.europa.eu/info/law/better-regulation/have-your-say/
initiatives/14547-A-European-Strategy-for-AI-in-science-paving-the-way-for-a-European-AI-research-council_en 



Conclusions
• Substiantial responses on AI


• Breakthroughs in AI directly translate 
to better physics


• Qualitative: Powerful new analysis 
paradigms


• Quantitative: Multiple order-of-
magnitude improvements


• Chance to build future generation 
experiments AI first


• End-to-end designed for sensitivity


• Consider in planning physics reach


• Be open to continued innovation

• Boosts overall future collider effort


• Our community is expected to lead in AI


• Attract innovations and AI funding


• Start now with substantial effort


• Form AI R&D collaborations


• Use HL-LHC as testbed 

Thank you!


