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From signals to physics
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Signals in HEP and NP physics: analog vs. digital

Particle Detector HEP/NP deteCtor
* Position: x, y, z Particle trough the * Position % Interaction TIME
« Momentum: px, py, pz detector * Time :
« Energy:E2 = (M2* p2 + p,2 + p,2 ) + Energy % Interaction POSITION
» Electric charge * Deposited ENERGY

Analog Digital

PULSE

HEIGHT * The Front End Electronics (FEE) % Coding the info in a conventional
ANIR Y produces analog signals. The ‘oulse’ brovides a simbler and
| . . . . P P P
- WIDTH — information is coded into the signal UNIPOLAR effective manipulation of signals
Sl saseing ] = shape
RISE TIME FALL TIME  PROS
* PROS * distortion is not an issue

ovERgH0OT * coded info: height, length, shape ... BIPOLAR e« CONS

A  RINGING™ )

AW ._____;% S * CONS /\ * coding requires a more complex

* distortions imply a loss . elaboration and (often) a loss of
______________ information

\
UNDERSHOOT
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Signals in HEP and NP physics: analog vs. digital

HEP/NP detector

Particle Detector
* Position: x, y, z Particle trough the * Position % Interaction TIME
« Momentum: px, py, pz detector * Time * :
+ Energy: B2 = (M2 p2 + p,2 + p22) . Energy Interaction POSITION

* Deposited ENERGY

* Electric charge

V(t) Evt: 2, N. seq trg: 1, SiPM: 0 .
| i * Full waveform contains information about the shape of the signal
o+ Q = Sumyi=i Nsample] (Ampli x 4ns) / 50 Ohm o . . . .
%11 * Modern digitizers sample the waveform at a high rate and high definition (bits)
START - 1
Threshold Tt L
- . END 44kHz
2041 N Threshold .
| T % Interaction ENERGY & Q
| e * Interaction TIME & Threshold
| LEADING samples TRAILING samples " '**
........... PEDESTALS
sl pigitizers provide ‘numbers' at the front end
Typical signal SRO DAQ leverages modern FEE & data manipulation

)
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Triggered DAQ

Traditional (triggered) DAQ

Traditional tnggered

Trigger logic
/ N * decides if/when to collect detector information
v : Digitize | * All channels continuously measured, % Select ‘events’ over ‘background’
/ \ \ | // hits stored in short term memory * Save data on disk for further processing
, L ocal : ) % Different levels
* (few) trigger Channels \  Trigger /’ + L1: threshold on FEE
participating send (partial) \ / \ * L2: combine information from different sub-detect
information to trigger logic / \ . Acquire | components
' Global \_ | Vi « L3: requires info processing
| _
\ Tngger / l True (tru:f:cl)ise)
[ N\ /L
| Build |
-/ /
* Trigger logic takes time to decide and if the / l \ g
trigger condition is satisfied: | Store | Traditional triggered DAQ Ll: threshold L2: DI+D2  L3: clusters
* anew ‘event’ is defined L | / > Pros hits luster: track
* trigger signal back to the FEE l » we know it works reliably! ) ) jL
* data read from memory and stored on tape
N > Drawbacks:
_ 1 * only few information forms the trigger ®
Files * Trigger logic (FPGA) difficult to implement and debug Y / ;’l
* not easy to change and adapt to different conditions . d
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Streaming RO

Streaming read out (SRO) Why SRO is so important?
Streaming * High luminosity experiments
* Write out the full DAQ bandwidth
'/ - \. * All channels continuously measured and hits * Reduce stored data size in a smart way
v l\ Digitize | streamed to a HIT manager (minimal local (reducing time for off-line processing)
. . 4 rocessing) with a time-stam
* A HIT MANAGER receives hits | Self \1 ’ P 8) i * Shifting data tagging/filtering from the front-end

from FEE, order them an.d ship ‘.\ Trigger /" (hw) to the back-end (sw)
to the software defined trigger ,/ Acquire \.. « Optimize real-time rare/exclusive channel selection

|

-

* Use of high-level programming languages
l * Use of existing/ad-hoc CPU/GPU farms

* Use of available Al/ML tools
* (future) use of quantum-computing

-
o

™
),

* Software defined trigger re-aligns

Store |
L : |\ |
in_time the whc?le detect.:or hits / N\ \_ | y, * Scaling
applying a selection algorithm to [ Global },_| . . L
the time-slice i.\ Trigger /. * Easier to add new detectors in the DAQ pipeline
« the concept of ‘event’ is lost ' \‘ SRO DA * Easier to scale
* time-stamp is provided by a »: Process | Q * Easier to upgrade
synchronous common clock ' /‘ > Pros
distributed to each FEE l * All channels can be part of the trigger
, N . ?I;h:s“crted tagging/filtrring algorithms Many NP and HEP experiments adopt a
* high-level programming languages
: Store ) * scalability SRO DAQ
L Y, > Drawbacks:
: « CERN: LHCb, ALICE,AMBER
* we do not have the same experience as for
TRIGGERED DAQ * FAIR: CBM

* DESY:TPEX + FRIBS: GRETA

* BNL: sPHENIX
* |LAB: SOLID, BDX, CLASI2, ...

SYSTERSE: an overview M.Battaglieri - INFN




Streaming RO

m g} e FEE optimised for SRO
o—| End e [ U — ~ « ASICS (cheap) or fADC (multiplexing) at (O($10/ch)
/ =4 ¢ TDC if necessary to replace fADC

e Zero-suppression mode
e Fast readout (optical link)

o Signal pre-processing with fast hw (dedicated FPGA)

= R® — e de-multiplexing fADC info
—_— FTrOCess
- e Charge, time, amplitude

e Data compression Subtle
e Data monitoring border

 SUERURTO e Add other information (e.g.ch_ID eTimeStamp) b

= Reconstuoton| , etween

— . or x ] °

—1Lewl o CPU/GPU/TPU sub-detector analysis (single stream) hard-wired
e Local clusters,track segments,PID,... and
e Time-frame building software

= [ | e If necessary only store high-level data dumping raw data
— builder .
o TF-Router Time frame construction processing
e Use time stamps to reorganise data from all streams in
time frames
—9
— oPuoustr | e Full reconstruction CPU analysis
—— Selection (for each time frame)
Counting room/experiment Data center
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Al-supported algorithms for SRO

Real Time data analysis
* In the SRO scheme, data analysis is performed online [this does not prevent to save unbiased frames for further analysis!]
* A sw trigger is released based on real-time data analysis

* SRO and real-time data processing shall use Al:
* to adapt data analysis to the changed conditions of the run (e.g. thresholds)
* to identify data features in real-time (e.g.clusters)
* to extract calibration constants from a data sub-set
* to define algorithms to run (fast!) in real time on heterogeneous systems (e.g. CPU+GPU+FPGA)

Fast inference

: , , . * Fast algorithms to extract data features to be used in data
Partial Real-Time data reconstruction: clustering selections (and reduction)

* Look at all detector information (hit: x, y, t, E) to learn » Mimicking a smart ‘trigger’
correlations: clusters of objects share common features

* Define a metric in a space and identify cluster features
* Tests on minimum bias trigger data before real-time
* Hyperparameters optimization based on data

* provide partial reconstructed quantity quickly

Calibration

* Use smart algorithms to extract data features and correct
detector parameters varying over time

* toward a self-calibrating detector
Data reduction

* reduce data volume to a manageable level with minimum bias

)
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SYnergic Strategy for fuTure ElectRonics and Streaming rEadout solutions

SYSTERSE

Common development of: A
* Front end electronics (FEE)
» ASICs for gaseous detector RO (APV25,YMM3, SALSA) @
* Data Concentrators (FELIX)
* Streaming readout framework ﬁ RIKEN
* Prototyping
* Off/on-beam tests

* Distributed Real-Time data analysis -

« ESNET
+ HPC nodes (CNAF. CINECA, HPDF) D
I N FN * Collaborations
| + CERN
ttato Nazionale i Fisca Nuceare » Japan: SPADI Alliance (JPARC, RIKEN, RIBF) !
Q»'\ * Germany: PRISMA clusters (GSI/FAIR, Mainz, Bonn)
Jefferson

* Training and education

* Fast electronics, DAQ systems
* Al on FPGAs, distributed HPC

Brookhaven

National Laboratory
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SYnergic Strategy for fuTure ElectRonics and Streaming rEadout solutions

Giordano’s
talk

/ INFN

Istituto Nazionale di Fisica Nucleare

Jefferson N\ This.talk

Lab Brookhaven

National Laboratory
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Jefferson

Jefferson Lab erers

*Primary Beam: Electrons * Polarization
* Beam Energy: 12 GeV * spin degrees of freedom
* 10>A>0.1 fm « weak neutral currents

* nucleon — quark transition
* baryon and meson excited states

ol P N *100% Duty Factor (cw) Beam
Hggzﬁ?n > : : T T M it S | * coincidence experiments Luminosity > 107 -108 x SLAC
‘ ) ! . : BN Y * Four simultaneous beams at the time of the original DIS experiments!

* Independent E and |

add Hall D
(and beam line)

Upgrade magnets
and power supplies

20 cryomodules

Add 5
cryomodules
Beam Power: |MW
Enhance equipment ::amPCurrent: 90 5:/; o
- - - ax vass energy: . e
U in existing halls Max Enery Hall A-C: 10.9 GeV
Max Energy Hall D: 12 GeV
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DAQ in Hall-B: CLAS and CLASI2 Jefferson

Electromagnetic
Calorimeters

Drift Chambers
Region 1,2, and 3

METERS

Overview

Solenoid

Beamline

‘ Click on
boxes for info

CLAS (1997-2012)

TRIGGERED system limited by:

* Available technology
* Low latency (~100ns) defined by FASTBUS ADCs
* Level-| trigger: calorimeter/TOF/Cherenkov/StartCounter/Tagger (time coincidence of ‘fast’ detectors discriminators)

* Level-2 trigger: drift chamber (no tracking, just multiplicity)
* Hardware: - since 1997:JLAB-made; - since 2008: CAEN v1495’s (Cyclone | - first experience with FPGAs)

CLASI2 (2017 - present)

TRIGGERED system improved by:
* Advanced FPGA technology
* high latency (~8 us) defined by fADCs

* Levell trigger: clusters in 3 calorimeters and hodoscope (FADC pulse integrals) + hits in 2 TOFs and 2
Cherenkovs (FADC pulse integrals) + tracks in Drift Chamber (discriminators/TDCs)

* Hardware: JLAB-made VTP (VXS Trigger Processor) boards (Virtex/ FPGA)

* Trigger algorithms: energy, position, and timing of the clusters in calorimeters; energy, position, and timing of TOFs
and Cherenkov hits + drift chamber track finding (dictionary-based) + timing and position matching between
clusters, hits and track

Credit: Sergey Boiarinov

)
N HeFSy
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Jefferson

Streaming RO at ]Jlab: the proof of principle " Lab

Streaming RO

SRO concept validation
|) Assemble SRO components
2) Test SRO DAQ in lab
3) Test SRO DAQ on-beam

Run Control / Jana2 + reconstruction \

N.Brei, D.Lawrence,
M.Bondi’,A.Celentano, C.Fanelli, S.Vallarino

* JANA2 + TriDAS

* Integration between On-line and off-line

Front End On-line

. Storage
) reconstr .
— Electronics =P |(off line

uction :
analysis)

Detector

/ FrontEnd

D.Abbott, FAmeli, C.Cuevas, P. Musico, B.Raydo

* JLab fADC250 + VTP bord

* JLab 250 MHz flash ADC digitizer currently used in many experiments
* Overcome VXS limitations (<24 Gb/s) using JLabVTP board (<40 Gb/s)

* Real-time tagging/filtering data
+ Offline algorithm development immediately available for use in Software Trigger
* Level [“minimum-bias”: at least one crystal with E> 2 GeV

* Not optimised but reuse of existing boards: ready-to-go solution while . Lfvel 2 Pl,l’JginS (tagging a.nd filtering)
* cosmic tracking
* Al clustering algorithm: at least two cluster in the FT-CAL
/ TriDAS (Trigger‘ andl Qata Acqu?sition System) . . o e
https://inspirehep.net/files/26390da0ea937dddc80fbabde70c07ab Ce baf o nl ine Data Acq uis Itlon (Co DA)
B a c k E n d KM3NeT = Cubic Kilometre Neutrino Telescope .
_ “alldata-to-shore” D.Abbott, S.Boyarinov, B.Raydo, G.Heyes

L.Cappelli, T.Chiarusi, FGiacomini, C.Pellegrino 40Gbps avg.

120Gbps max.

* Originally designed for trigger-based readout systems
 Controllers (ROCs) and VXS Trigger Boards (VTPs)

* TheTrigger Supervisor (TS) synchronizes components using clock, sync, trigger and busy
signals.-time tagging/filtering data

« CODA adapeted to the SRO

* Replaced EB to use timestamp)

¢ ROC communication viaVTP (not VXS bus)

il @)l ' .
LI_ﬁFN e @) Lab12 SYSTERSE: an overview M.Battaglieri - INFN

* TRIggerless Data Acquisition System (TriDAS)

* Developed for KM_3NET
* |nstalled on Hall-B DAQ cluster

k'Multi CPUgs, rate up to 20-30 MHz




Nuclear Physics

A Trial Run for Smart Streaming Readouts

Stl’eam | ng RO at j Iab: plonee ri ng teStS Streaming Readout for Next Generation Electron Scattering Experiments
https://link.springer.com/article/10.1140/epjp/s13360-022-03146-z

Streaming RO
On-line SRO concept validation
Front End . Storage A Y SPE)O
: reconstr : ssemble components
Detector [/ =—p Electronics , =P |(off line ) -OmPp |
uction analysis) 2) Test SRO DAQ in lab The Science o __
4 3) Test SRO DAQ on-beam s o e e s v

raw data. To get a better handle on the data, nuclear physicists are turning to artificial intelligence
and machine learning methods. Recent tests of two streaming readout systems that use such
Ru n ‘ o ntro I methods found that the systems were able to perform real-time processing of raw experimental

data. The tests also demonstrated that each system performed well in comparison with traditional

systems.

JLab SRO validation e On-beam tests:

o 10.4 GeV e- beam on thin Pb/Al target
o Inclusive pi0 production

* CLASI12 Forward Tagger

« Complete system that include calorimetry, PiD, Traking in a

—~
simpler (than CLASI2) set up m e+ Pb/Al -> Xem? -> (X)eyy

« FT-ECAL: 332 PbWO crystals, APD readout o Two gammas detected in FT-CAL

« FT-HODO: 224 plastic scintillator tiles, SiPM readout

* FT-TRK: ~3000 channels, MicroMegas

- fADC250 digitizers + DREAMs for MM scattered CFﬁ_Ag I|2

€ -Ca
CAD implementation
e- beam Y
o * CLASI12 Forward Tagger Y

\

* Inclusive pi0 electroproduction
« Two gammas detected into FT-CAL
* EM clusters identification, anti coincidence with FT-Hc

» Self-calibration reaction (pi0 mass) X - not detected

Scintillation

SYSTERSE: an overview M.Battaglieri - INFN



https://link.springer.com/article/10.1140/epjp/s13360-022-03146-z

Streaming RO at Jlab: pioneering tests

Jefferson

 Two pi0 peaks corresponding to two vertices (and a wrong assumption on the vertex position)

500 — . .
- * Off-line reconstruction
400 — , 200
— § H
180
B ~ Pb target
300 — :‘Z’ 160:—
5 s
— r 140} Al target {
- - window
— 120}
200 — ;
- 100}
— 80
100 — Y-Y invariant mass so?
— (should be peaked at T mass) "
0 _I. el | | | | I | | | | | | | | | I | | | I | | | | I 20:— !‘ \
50 100 150 200 250 300 : /[ A\
MaSS[MeV] _—!‘.r'_" Y \xl A ?\_. a1 |4
60 80 100 120 140 160 180
Mass_ [MeV/c’]
Al to analyze data in real time, and extract features (e.g. number of peaks and position)

e Al clustering inspired by Hierarchical Density-Based
Spatial Clustering of Applications with Noise (HDBSCAN)
It is not cut-based
it is able to cope with a large number of hits

e Compared yy-invariant mass spectrum obtained utilizing
both the standard and the HDBSCAN clustering
algorithm

Al significantly improves signal-to-background ratio
in the 1m0 region

A longer runtime of ~30% relative to the standard
clustering algorithm

e Al clustering approach promising alternative to
traditional cut-based approaches

)
L/,

e‘g‘jlilb]Q

4000
%
> 3000
L
-~
S 2000
Q
78
0
—
£ 1000
L

Feb 2020 data

| |

—— cut-based clustering

——— unsupervised clustering

combinatorial bkgd

III]]ITI[IIIITIIII]I
11111111111

160 L 1 N L 2(1)0 1
M(highest ene. clul, clu2) [MeV/c?]

-
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Streaming RO in Hall-B Jefferson

Credit: Sergey Boiarinov

CLASI2 (Future)

Streaming ReadOut
* Alternative use of the VXS Trigger Processor (VTP) board
* Up to 4 x |0 Gbit/s

Streaming DAQ diagram (with C version of the Frame Router)

i i TCP Servers TCP Clients
* More than 50 crates (VME/VXS) can be reused Trigger Supervisor
» For high data rate experiments, _ Event EVIO file
250MHZ CLOCK, SYNCRESET renlaced o fent |3
by hardware solution
EVIO fil
Circular [ } Event — e
TCP Servers Buffer == output thread Builder2
FADC board I EVIO file
FADC board >{ input thread ]—* Circular output thread :V?If;t ; =
unaer
FADC board _ Buffer I
FADC board : Circular o EVIO file
inputthread | wegp = Circular £
FADC board ‘){ J Buffer -cg, a[ output thread ] B\L/:ielr(;ter4 3
FADC board <)
H input thread | wemgpy( Circular . ~ EVIO file
} Buffer Clrcula¥ —)[ output thread ] Evgnt —>
[ FADC board Buffer Builder5
| FADC board Circular S EVIO file
Buffer 2 Circular Event
..................... i;’ —)(outputthread I Builder6 —
5 .
| DCRB board : Circular o \ EVIO file
==| inputthread |ee=p o Circular tout thread Event
[ DCRB board [ } Buffer % Buffer > [ oufput threa I Builder7 >
| DCRB board = EVIO file
Circular .
M [ DCRB board [ input thread }—) Circular _) output thread Evgnt —_—
Status of SRO in Hall-B e suer )= I suders
EVIO file
DCRB board i .
* VTP firmware updates ‘ P{_inputthread > _)[outpmhread ent |3
urrer
* Beam tests with local resources (Hall-B counting house) (" oCRB board _ ‘ EVio file
| DCRB board [ input thread ]—> Circular output thread/ Eve_zlr;t N i
I 1 I uilder
* Tests with remote resources (Computer Center) using Arista Buffer

smart switch
e Planned test to stream ~half CLASI|2 data to CC
* Final goal (~5y): x2-3 CLASI2 Luminosity (~50GB/s)

VXS CRATES FRAME ROUTER SERVER SERVER FARM

SYSTERSE: an overview M.Battaglieri - INFN
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Jefferson

“ Lab

Streaming RO at Jlab: the current effort

HPD) * Integration of different components in an optimised SRO framework

/compute node A

JANA2

calibration -
- PHASM

B calb, |4

|
| -
GEANT =AY ERSAP N\ 08 * | Zeocesses /compiite node A
, ’i"'“l"m ) p — . : "’-rJnNna ‘ “ l = JANA2
» VIP £ 1 8 PHASM PHASM
. v Emulator] | ’\ m 3 - - m E RSA P
"o ¥ Spitter U—L= 18 | EJFAT |y EJFAT -ol l— /compute node_ 4 _ _ , , , , _
1 N p— I L[ anes * Reactive, event-driven data-stream processing framework that implements micro-services architecture
. o VIP | PHASM
- a ¥ Emulator |
CODA ' e : : : : :
o ) ] P oot * Provides basic stream handling services (stream aggregators, stream splitters, etc.)
mulator | I his 4 mi JANA2 H H
| ,. | = | PrHASM * Adopts design choices and lessons learned from TRIDAS, JANA, CODA and CLARA
' g

Offsi . . o ERSAP: Environment for Real-time Streaming, Acquisition, and Processing Framework
site processing must incorporate built-in

calibration latencies and storage. This will also help
inform HPDF design

Onsite components will implement
first stages of data filtering/reduction

Highly configurable multi-stream
source allows realistic streaming
simulations

UE * Event reactive actors, networked by data pipelines.
* Compositional actors with conditional data routing at runtime.

......

URT e +  Flow-based i di
* Development of SRO DAQ pipeline tools “ | OISR PIBTEITING peretien ;;}q:)
ry Orchestrator
I |
¥ SR - -
I: SM _ SM Network SM X .
: Data
N DPS DPS DPS DPS DPS
* Development of JLAB CLAS 12 Remote data-stream processing over a distance
DPE DPE

Inaugural demonstration of
remote data-stream
workflow deployment and
processing over a distance

DPE : Data Processing Environment

SM : Shared Memory

gHePsc

DPS : Data Processing Station

-

Source

Sync

Actor

UE : User Engine

Init{Object O)

Object process(Object O)

Jg;ffergon Lab

» Captured CLASI2 data, streamed across the Jlab campus using a 100Gbps high-speed NIC featuring hardware timestamps

* Captured data using synchronized streams from multiple network sources

SYSTERSE: an overview

Credit: Vardan Gyurjyan & Ayan Roy
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Jefferson

JLab SRO R&D: networking and data transfer " Lab

EJFAT = ESnet/JLab FPGA Accelerated Transport * Re-utilize the existing data transfer infrastructures developed at Jefferson Lab

Loss-less UDP Streaming Opportunistic FPGA Based Network Acceleration

FPGA
LocalEdoe enhanced —
E .-;Esnet
_ cascs - |

Typical Large Science
Instrument

This talk is primarily
about load balancing

DAQ streams >
We assume multiple labs W @EPSC
sourcing DAQs and mutiple : . original plan to read out 9 VTP crates , .
HP destinati SAO Reol.Time Development Plafform / - - Q¢ Computing
estinations \ Indirection to Large elfal-is-llall.llall.ﬂl'g
Geographic / Network Independence Compute Resource
Al/ML Directed Dynamic Compute Resource Load Balancing VTPO1 —— = B : g (prlﬁtﬁgf) i
slide courtesy of Michael Goodrich :
3 VTP02 VTPO2 stream (x2) o "-D\ stre > I
&Eerscl o * %
‘ﬁ 'é’ Esnet Jgﬁergon Lab 12/18 104 stemm £ _8' _8- . tcpdump _p /nvme/proj/RTDP/2023.12.17.CLAS12

VIPO3 ——— | (h o > (libcap) \/rrpo1_s1_n1234.pcap
o 8 \. /

VTP04 VTPO4 stream (x2) » o — VTPO4 stream (x2) > Y
S ~ repeated for each stream. 18 streams total

VTPOS stream (x2) o M £ t

VIPO5 m——» O o >
-': pu—

VTPO06 Ala LU UL Ll
g i 100Gbps NIC w/ hardware

VTPO7 |Porsiemia o L E VIPO? siem 62)_1,, timestamping ability
% -

VTP08 VTP08 stream (x2) > m sfre >

VTPOg VTPO9 stream (x2) > f \ > ',

\ /
CODA SRO RTDP Capture Tooling

* Networking test for JLab SRO framework just started

)
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JLab SRO R&D: GEANT simulations

Jefferson

" Lab

Credit: Maurizio Ungaro

HPDF GEMC: solving the geant4 event-centric framework
/compute node £ . i L . i .
: - — M Sanae | GRunAction handles creation, filling and flushing (GStreaming) GFrameDataCollection
— calib, |, | -
A~ v | 1 DB processes - PHASM compute node £
EME:.I;J:‘ / 7] — (Emulator 1 R r P 1 geant4 event is
J p l : L J | y
l / I = " PHASM | l : PHASM (for example) 1 ps long
A/ L (Exatator I — N —wns GPU
Data .‘ stream é > f } m ‘ | - J ¢
Filg splitter N —e{ VIP R ' menp EJFAT » - /compute node
7 “~a Emulator | r 5
’ a \L, JANA2
I " ~d v || : "I PHASM
[CODA] \L— B 7 | |
DAQ 1 e ML4FPGA | / compute node
/ Emulator] | " __J JaNA2
I || PHASM
I
I
I

= W

Highly configurable multi-stream
source allows realistic streaming
simulations

Onsite components will implement
first stages of data filtering/reduction

Offsite processing must incorporate built-in
calibration latencies and storage. This will also help
inform HPDF design

Streaming Simulations Scope

GEMC3

slot 2

HEEEE m
channel charge

Frame Buffer 31 Frame Buffer 32 Frame Buffer 33

crate slot

L J

time

e Hits from a geant4
event can end on
different buffers
(propagation time,
etc)

* Pile-ups are intrinsic in
this scenario

GEMC: Accumulating geant4 hits in SRU Frame Buffers

TCP
10/40GbE

Continuous

Data Subscribers,
DATA Stream

Analyzers

* Development of a MC GEANT-based toolkit to
implement SRO in detector simulations

GOAL: Having simulated
data stream on network
indistinguishable from real
data

* Transform event-based to stream-based G4 logic
* Develop libraries share same on-line data format

* Emulate TCP output to feed to ERSAP
* Milestone Nov 2021, FT Calorimeter streaming

Streaming protocols / analysis systems
should be transparent to the data
source: experiment or simulation

Define and address challenges on hardware, communications and
software issues

SYSTERSE: an overview

Buffer
Frame

D 32

Buffer
Frame

1D 33

A J

event 301 event 302 SRU absolute time
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EIC @ Brookhaven National Lab (BNL)

Electrons

\

Eloctron
Storage Ring

Electron
Source

ion
Storage Ring

Possible
Second
Detector

Electrons
Electron

Pre-accelerator

Electron
Accelerator

spanning a wide kinematical range

~
G
Brookhaven

National Laboratory

Central
Detector

(CD)
4<n<+4

Electron

a@gratlon ring

Electron

storage r ,

and storage ring

n>4

ECM: 20 - 141 GeV B0 Magnet Spectrometer
)" g

P6 detector included
n the project Jlon ’
* High luminosity Zero Degree
e upto 10 cms Calonmeter
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EIC @ Brookhaven National Lab (BNL)
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SRO @ ePIC Brookhaven

Compute-Detector Integration to Maximize and Accelerate Science Why SRO is important for ePIC?

« Event selection using all available detector data for holistic reconstruction: * Expedite ePIC Science outcome

- Eliminate trigger bias and provide accurate estimation of uncertainties during event selection. . Computing/detector integration fOI" 2 rapid tu rnaround

« Streaming background estimates ideal to reduce background and related systematic uncertainties.

» Accelerate Science Rapid turnaround of 2-3 weeks for data for physics analyses.

« Timeline driven by alignment and calibration.
« Preliminary information from DSCs indicates that 2-3 weeks are realistic. * SRO breaks barriers between DAQ and computing

* Technoiogies Compute-detector integralion tsng: * Data collected at Echelon0 and processed at BNL and |Lab

* Important role of Echelon2 and Echelon3
, Al for autonomous
Streaming readout for . Heterogeneous
alignment and

continuous data flow of s computing for
calibration as well as

the full detector L acceleration (CPU,
. . autonomous validation
information. . . GPU).
for rapid processing.

The ePIC Streaming Computing Model

%
ePIC Collaboration Meeting, January 20, 2025. n ep"@

Streaming Data Storage and Monitoring

Home Institution Home Institution

Home Institution Home Institution

|
|
' Global contributions
Alignment and Calibration v : leveraging commitments to
ePIC computing from labs
: and universities, domestically
i

and internationally.

Home Institution Home Institution

Prompt Reconstruction

SEY SEBY S B \ B

HfSt FU" Reconstructlon / Home Institution Home Institution
\ /
Reprocessing v N )
R e o = - o - - w— w—w— w— w— w— w— w—— w— —— w———— -
Simulation v obal ingand st
Echelon 3 global processing and storage Echelon 3
PhYSICS Analysss v v Supporting the analysis community where they are at their home
. a o . institutes, primarily via services hosted at Echelon 1 and 2.
Al Modeling and Digital Twin v Futes, primartly via serv

[/
ePIC Collaboration Meeting, January 20, 2025. 12 epl&s

)
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Brookhaven

National Laboratory

ePIC Streaming Computing

Detector Exp Hall Echelon 0 (100Gb ethernet) Echelon 1
0O(15,000) FEB 0O(3000) RDO O(100) DAM 0O(100) Computers
P i
*’Sensor‘! Adapter } FEB —— RDC | pam o
| T L
J = e
= J J =
< JJJ o e Rates at ePICS not
\\ ata
< Flter comparable to LHC Hl-
Eoug Dy LUMI but the
Se . Adapt FEB
beod | }B DAM | FBOC advantages of SRO
~ 2 J JJ remain:
S J * multiple channels to
Py D trigger on
*’Sensor‘! Adapter } FEB e RDC I —5c
i__ .___i -——""/ —| .
h J J = * Holy Graal: to manage
= J J J (storage) an unbiased
- J Frame Buffer .
< Suliers — (un-triggered) data set
— Dl for further analysis
*’Sensor 1 Adapter FEB S o
L ) e on/off-line event
~ JJJJ selection with full
AS J detector information
Bandwidth — e T Bandwidth
O(10 Tbps) < Distributed Clock (jitter ~5 ps) (100 Gbps)
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Brookhaven

National Laboratory

ePIC Streaming Computing

Detector Exp Hall Echelon 0 (100Gb ethernet) Echelon 1
0(15,000) FEB O(3000) RDO O(100) DAM 0(100) Computers
[ ey s 4!
Sensor Adapter FEB , »
DAM FBDC =
. S
Worst case Data Flow “Worse Case Data Flow”

/ . |.!_ ? (:'.0.

| « L. =103 cm2s

* 10x 275 GeV DIS
* DIS rate ~500kHz

| s 2omse | G + Aer9x 107 (1-MeVng fom?) -,
‘l ’ | .

Noise 1.6Tb fsec Oofieion Sgn e N delivered fluence
Signal from Physics + 400 Gb / sec et SRS | +  300kHz DCR in dRICH
e | Eleckron Boam 4.5 Gb/oec +  200x rate with no damage

Aggregate  20Tbsec Hadron Beam 1.0 Gbisec

Per RDO 0.7 Gb/sec

e Noise 41 Gb/sec At Worse Case
* Need a factor of 20 reduction
Adapter  FEB aw onc / ' .

- e on/off-line event
~ /JJJ selection with full
AS J detector information

g?:‘ngVLd;;‘) m Distributed Clock (jitter ~5 ps) &‘:gg"ggg;)
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Key components: FE aggregator

On Detector

SO ——————— ~

| SMT \

| ——

| I

| e G |

\ -/
Name Sensor Adapter

(FEB)
Design Detector Specific Detector Specific  Detector Specific
Type Custom Custom Custom
Electronics Electronics Electronics

Role

DAM Board - FLX-155

* FELIX (Front-End Link Exchange) hardware for future ATLAS experiments at
HL-LHC is being developed at BNL (Omega Group)

Global Timing Unit (GTU)

- Interfaces to Collider
Run Control & DAM

- Config & Control

- Clock & Timing

Front End Board Readout Board

(RDO)

Few Variants

FPGA

Aggregation

Data Aggregation Echelon 0
Module (DAM) Computing

Common Common

Large FPGA/SoC COTS

High Level Trigger High Level Triggeq
Data Reduction Data Reduction
Processing Processing

|

Data Reduction

*First boards under evaluation at BNL by Omega group

SYSTERSE: an overview

(BNL)

G
(JLAB)

. J

Echelon 1
Computing

Common

COTS

Q’\

Brookhaven

National Laboratory

)
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Brookhaven

Key components: data reduction

Non-destructive reduction techniques:

General Principles « Compression (Standard or ML techniques)
|. Don’t remove any information unless required by throughput / storage e Reduction of ASIC data inefficiencies
requirements * Aggregation of headers

2. If any information is removed, write out a fraction of data without

removing the information (in conjunction with the reduced data) bl e A . Averases | Histosrams
3. Any filtering / data reduction code needs to be documented and available * (I-d) cluster !nd!ng or ADC data Verds 105
* (2-d) cluster finding * Simple Analysis

for access by the collaboration + Feature finding » Arbitrary Deadtime

* High Level Noise Rejection

Techniques that drop information:

+ Real-time data processing using an autoencoder to

BRI L. £ e T ! ].-« V] - ' ok » VI oYa) o i ey T 1GI1f1
Data from physical Experiment AE compress the digitised waveform
Training
. 104 A DETECTOR o COMPRESSION « DECOMPRESSION I
High 2 | | K o
21 | | Data from 0% TEGIon o COMPRESSION \ SR . SWITCH |+ DECOMPRESSION ’ '-‘\'“‘"‘“"“" 1 / \\ tt:::[(]]l”::'
| - 2 WITOM ! p ¢
. [V N
‘ — Experiment 1 . ne Y . ,
0 40 0 Encoder ‘ | 0 10 X 20 30 : .K,)....;
- DETECTOR | ppreer— ! DECOMPRESSION . "‘\m:'ﬂmh 0. / \ baseline
5 - . / \ ntegral
1 ] 0.0 ' i -
Data from Encoder*® Goal: compress the waveform preserving the information (and 0 10 20 ﬂ P 40
—_— —_— : | eventually retrieve it) K P
.',\ EXPerlment 2 * f 0 \ 7 .ln::ql::l
- 2 Digitized waveform (48 samples) \\
[ % 00 e ——
1.0 ) ‘ §J . 1.0 1 0 10 20 30 40
I\ | \ g [\ Integral: [3.12319, @) Baseline:©.19383583333333
N\ S £ o] [\ e i oot ] el i
Plee——t N N~ AE g — / \\WW\ rray(([3.12319, 0.1,
0 10 20 % % ° o T y r (3.16194, 0. 1])
' Tra"“ng .. 0 10 20 30 40
1.0 9 ’/‘A‘.l ' Time info 48 samples Integral and peak position is a possible data
e . [\ ' reduction (lossy) algorithm
Very-Low probability signals 05 4 [ V'
) )
could be sent uncompressed ; v . :
L O W 0 10 20 30 40

)
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Key components: data reduction Brookhaven

> /

FRAME ROUTER

ROUTERS

Detector : : Custom Server : Server : Network : Server Farm
o E i O Test Setup at INFN-Genova
Module 1 : Wave1board 1 N OATA ] :> : : ANA|1_|SYS S @
|| swrekes | * Sample signals from JLAB-CLASI2 detector (similar to PbVWO

ECal crystal + PMT signals)
* fADC 250MHz, | 6bits, discrite
* dedicated (heterogeneous) hardware for data reduction

e GPU:TeslaVI00
e FPGA:Alveo V70

HIGH LEVEL

ANALISYS |y
2

HIGH LEVEL

ANALISYS |y
3

11

DATA
SIMULATION

J"‘_IH";“H“”H"H‘ AR

Chrystal Data Reduction 11’[:’;!5.”-;‘.--’5--‘w fW ’, ' e  CPU: Dell C6400
+ e Al Based H Ll HIGH LEVEL
SiPM = C Code Frame Router ANALSYS [~ @
Waveboard C code |
NVIDIA Tesla V100 GPU | ;00000 fotal Bxecution Time
+ GPU 4.0
& INEN | 10000 1.4 Available Time
Res u |tS 2 1000 ¢ E COMPH
Best performance achieved with a CPU-based server E - g 20 ESS/O
Xilinx - § é 2 10 MANAGE e 0.44
XRT _Z.-- 10 e ~H o
‘ "ALVEO V70 FPGA el 5
1

10 100 1000 Next Step
Batch

High performance DELL C6400 server
(4 x AMD EPYC 7413 24-Core)

— — —

Hardware level
HLS4ML .
Dedicated connectivity &7

Test results for CLAS12 signals
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Finanziato #5% Ministero : - — Tl
. . . - dall'Unione europea Y4 dell'Universita L [taliadomani ' m‘e‘fl‘gfn ce
S Ro: tra| nin g and ed UC at| on NextGenerationEU =2 e della Ricerca DF RIPRESA £ RESILIENTA Research

Two-channels SRO DAQ demonstrator —
STREAM-AI + CsI(TI) crystals, |0 MHz 12 bit digitizer, Raspberry,Al-data /]Frame building |

Streaming Readout Educational reduction, Frame routing, high level data analysis

Assistant for modern Al DAQ * Full SRO DAQ pipeline e functionality (at low rates)
* Signals and data flow visible at each step

 diciti | ; : _ .
FEE: digitized data | o e ' / N

1e6+1.7593378e15

Waveform del topic: SNRI-FEO/Signals " ! .

“

g

Real-time data rate (LO, LI,
| . . .
Time-coincidence)

10000 20000 30000 40000 50000 0 10000 20000 30000 40000  S0000

10000 20000 30000 40000 50000 O 10000 20000 30000 40000 50000

CXo0 CX1
12.5 4
20
10.0
y y 15 4
(4] 10 20 30 40 50 60 15
—— SNRI-FEO/Signals KB/s 10 5.0 4
—— SNRI-DRO/Signals KB/s (2)
5
) 01 1
0 10000 20000 30000 40000 50000 O 10000 20000 30000 40000 50000
0 10 20 ) @ 50 50

Credit: Stefano Grazzi, Fabio Rossi
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Finanziato 7. Ministero : . OWy Future
. . . - dall'Unione europea ~i4 dell’'Universita i [taliadomani ' ,‘:,'t'e'f,'g‘:'nce
s Ro: tral n I ng an d ed u catl o n NextGenerationEU i e de"a Ricel’ca :;llhl!’llg')k?'?l{lfn;l;\'-llrlI’N.'A Research

Two-channels SRO DAQ demonstrator AT n i building‘
* Csl(TI) crysta

PVEAgYsl SNRI 2025 e

* Signals and da 24 Nov 2025,08:30 — 28 Nov 2025, 18:30 Europe/Rome
Q

\FEE d'gltlzed dat ~ Claudia Gemme (Istituto Nazionale di Fisica Nucleare), Marco Ripani (Istituto Nazionale di Fisica Nucleare) ,
“* Monica Sisti (Istituto Nazionale di Fisica Nucleare)

“timestamp": 17593047661602¢¢€,

1.5 58.0 58.5 59.0 59.5 60.0 60.5 61.0

Description The VIII National Seminar on Innovative detectors (SNRI-VIII) is an INFN Educational Program for researchers and technologists aiming at
= - improving awareness and knowledge on the "state of the art" in novel detection techniques. The course will investigate current limits and future

developments as well as various related aspects such as simulation, signal acquisition, tracking, particle identification, and much more.

5. Although intended for INFN personnel, the course is also opened to a limited number of external participants, so-called "auditors”. e data rate (LO, LI y
SNRI-VIll is organized by INFN Genova and will be hosted by the Physics Department. incidence)

" cme While filling the registration form the applicants will be prompted to upload a short CV. Please have the file ready in advance. The applicants will i =
receive notification about their acceptance by October 17th.
The Seminar is part of the INFN Educational Program for the INFN personnel; nevertheless a limited number of external auditors is welcome. =1 o L = |
1 Data reduction .

200 4

100 4

1 — SNRI-FEO/Signals Msg/s
084 ™ SNRI-DRO/Signals Msg/s (2)

MHJ\AA_A_L_J 0 <
30000 40000 50000 0 10000 20000 30000 40000 50000

(0 X1
12.5 4
10.0 4
751

GENOVA UniGe | DIFI

2.5 1
-‘.H.LIJ.LL_I_ 0.0 4

30000 40000 50000 0 10000 20000 30000 40000 50000

0 10 20 30

—— SNRI-FEO/Signals KB/s
—— SNRI-DRO/Signals KB/s (2)

0
€104

0.5 1 YA Y ) 1

Credit: Fabio Rossi
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Summary and Outiook

* Modern technologies (high rate digitisers, ASICs, FPGAs) are changing g the DAQ paradigm

* Streaming RO is needed for high-luminosity experiments to explore increasingly rare reactions

* Streaming RO is ‘THE’ option for future electron beam experiments running at high luminosity (JLab, EIC, ...)
* Take advantage of the full detector’s information for optimal (smart) tagging/filtering

* Pioneering SRO chain (FE + SRO sw + ON-LINE REC) tested with existing hardware at Jefferson Lab

* Deployment of JLab SRO framework based on micro-services architecture (ERSAP)

* Development of ancillary components such as G4 MC (GEMC3), real-time calibrations, ...

* Developing solutions applicable to ePIC eperiment at the future Electron lon Collider

* SYSTERSE promotes synergies between low/medium energy NP/HEP experiments leveraging existing tools

* Built a working SRO prototype and a work team!

Many thanks to the whole SRO team:

D.Abbott (JLab), FAmeli (INFN), MB (JLab/INFN), V.Berdnikov (CUA), S.Boyarinov (JLab) M.Bondi (INFN), N.Brei (JLab),L.Cappelli (INFN) A.Celentano (INFN), T.Chiarusi (INFN), C.Cuevas (JLab), R. De Vita (INFN), M.Diefenthaler (JLab), |.
Landgraf (BNL), W. Gu (JLab), C.Fanelli (MIT), R. Fang (ODU), A. Farhat (ODU), S.Furletov (JLab), FGiacomini (INFN), V.Gyurjyan(JLab), W.Gu (JLab), G.Heyes (JLab), THorn (CUA), | Huang (BNL), E. Jastrzembski (JLab), D.Lawrence (JLab),
L.Marsicano (INFN), X.Mei (JLab), PMoran (MIT), PMusico (INFN), C.Pellegrino (INFN), E. Pooser (JLab), B.Raydo (JLab), A.Roy (JLab), F.Rossi (INFN), H. Szumila-Vance (JLab), C.Trimmer (JLab), M.Ungaro (JLab), S.Vallarino (INFN), J-Y Tsai
(JLab),Y. Xu (ODU).
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