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The Inner Tracking System (ITS)

● 7 layers of silicon sensors

● Sensitive area of 10 m²

● Over 12.5 billion pixels in total

●  Provides high granularity for precise tracking

○ Enhance tracking resolution

○ Enable detection of short-lived particles like 

charm and beauty hadrons

○ Operates in high-radiation environments.
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ITS Clustering

● Raw Data:

○ Millions of hits from pixel sensors.

○ Hits need to be grouped to reconstruct particle trajectories.

● Challenges:

○ Handling large data volumes efficiently.

○ Maintaining accuracy in noisy environments.

● Key role:

○ Converts pixel hits into structured clusters, essential for high-resolution tracking and 

particle identification.

■ Skip “masked” pixels
● invalid or noisy pixels
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The alpaka library
● Key features:

○ Unified programming model for heterogeneous 

systems.

○ Write once, run on multiple backends (CPU, 

GPU, FPGA, etc.).

● Why alpaka?

○ Performance portability without vendor lock-in.

○ Flexibility to adapt to evolving hardware 

ecosystems.

● Integration into AliceO2:

○ Modular design allows for incremental adoption 

in existing workflows.

● CMS experience:

○ Integration development started in 2022

○ First deployment in August 2024
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Introducing alpaka to ITS Clustering

● Challenges:

○ Existing code:

Detectors/ITSMFT/common/reconstruction/src/Clusterer.cxx
heavily reliant on CPU-based processing.

■ data organized as Array of Structs

○ Need to refactor for alpaka's execution model:

■ Enables efficient memory access for Alpaka kernels: Struct of Arrays (SoA)
■ Flattened representation of pixel data.

■ Compact storage for `isMasked` pixels and cluster metadata.

● Impact:

○ Reduced memory overhead.

○ Improved performance on vectorized hardware.
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Chips SoA

Minimal implementation of an SoA to store the information of whether a pixel is 

masked or not:

The size of isMaskedFlat is given by the sum of the number of pixels per chip 

(nChips is the total number of chips for a given ROF).
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ClusterKernel for Alpaka execution

● - **Kernel Details**:

●   - Processes SoA pixel data in parallel.

●   - Each thread operates on individual pixels.

● - **Execution Configuration**:

●   - Tuned for backend-specific optimizations.

●   - Flexible work division for chips and pixels.

● - **Results**:

●   - Improved processing efficiency.

●   - Readiness for multi-backend hardware.
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Main Accelerators supported by alpaka
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First performance evaluation

On (my personal) Apple M2 processor (no NVIDIA/ARM GPU), I successfully tested:

1. Legacy (serial) O2 code

2. Alpaka execution with AccCpuSerial, for development

3. Alpaka execution with AccCpuThreads to introduce a first parallelism (one 

thread per pixel) 

Preliminary results:

● Exact reproduction of output from legacy code
○ 296462 digits, in 45 RO frames -> 40994 clusters reconstructed

● execution 2 is 20% faster than execution 1
● currently investigating different configurations for execution 3:

10



ICSC Spoke 2 - WP2 meeting 14th Jan 2025

Exploit parallelism

● The CPU accelerators only allows for limited parallelization (CPU threads)

● The access to GPU accelerators allows to increase the explore higher 

dimensions of parallelization.

● Unfortunately, the building of Alice software on lxplus is quite difficult 

(currently in contact with Giulio Eulisse)
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ClusterKernel 2D
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Conclusions

1. Successfully integrated alpaka within AliceO2 framework (compilation details 

in the backup): https://github.com/lecriste/AliceO2/tree/alpaka_its

2. Defined a first SoA to store pixels informations belonging to all chips in a ROF

3. Designed a kernel to  filter masked pixels before clustering.

4. Successful execution of alpaka kernel on two CPU accelerators

5. First performance benchmark is promising

A big thanks to Matteo Concas for helping a non-Alice member with the initial 

support in setting up the Alice framework!
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Future plans
● Deploy the new framework on an environment equipped with GPUs

○ Introduce GPU accelerators and evaluate performance

● Add data members to the ChipsSoA

● Extend kernel to perform more clustering steps by exploiting the augmented 

ChipsSoA

○ Consider performing the clustering across all pixels of all ROFs in a TimeFrame, and not 

by single ROF

● Once a meaningful speed-up is achieved, perform large scale tests

● Implement feedback received at Riunione Calcolo of the last ALICE Italia meeting

Based on the results of the above:

●  Expand alpaka integration to other reconstruction modules

●  Open to discussion…
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CINECA HPC “Leonardo”
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Some Leonardo nodes have been configured with access to cvmfs

● I prepared a set of instructions to execute a full CMS workflow leveraging GPUs:

https://github.com/ICSC-Spoke2-repo/benchmark-heterogeneous-algorithms

https://github.com/ICSC-Spoke2-repo/benchmark-heterogeneous-algorithms
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Backup

Added compilations flags:
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