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Classic motivation

· dark matter?

· matter vs antimatter?

· origin of Higgs boson?



Transforming
Particle Physics

Tilman Plehn

LHC physics

ML introduction

Examples

Calibration

Generative AI

Transformation

Anomalies
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Classic motivation

· dark matter?

· matter vs antimatter?

· origin of Higgs boson?

LHC physics

· fundamental questions

· huge data set

· first-principle, precision simulations

· complete uncertainty control

Successful past

· measurements of total rates

· analyses inspired by simulation

· model-driven Higgs discovery
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All about LHC physics

Classic motivation

· dark matter?

· matter vs antimatter?

· origin of Higgs boson?

LHC physics

· fundamental questions

· huge data set

· first-principle, precision simulations

· complete uncertainty control

Successful past

· measurements of total rates

· analyses inspired by simulation

· model-driven Higgs discovery

First-principle, precision simulations

· start with Lagrangian

· calculate scattering using QFT

· simulate collisions

· simulate detectors

→ LHC collisions in virtual worlds

BSM searches

· compare simulations and data

· infer underlying theory [SM or BSM]

· publish useable results

→ Understand LHC data systematically

detectors EventsQCDscattering decay fragmentationshowerTheory

forward

inverse
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LHC data

Collaborations

· ATLAS & CMS general purpose
LHCb, ALICE, FASER specialized

· 1000s of scientists per experiment

Detectors

· built around pp interaction point

· measuring outgoing particles

· collision rate 40 MHz
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LHC data

Collaborations

· ATLAS & CMS general purpose
LHCb, ALICE, FASER specialized

· 1000s of scientists per experiment

Detectors

· built around pp interaction point

· measuring outgoing particles

· collision rate 40 MHz

Event format

· ATLAS event size 1.6 MB
data stream 3 PB/s

· measure:
energy, momentum, charge, etc

· electrons, muons easy
quarks, gluons as jets [20-50 particles]

→ Event: 100+ ntuples (E , ~p,Q...)
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LHC data

Collaborations

· ATLAS & CMS general purpose
LHCb, ALICE, FASER specialized

· 1000s of scientists per experiment

Detectors

· built around pp interaction point

· measuring outgoing particles

· collision rate 40 MHz

Event format

· ATLAS event size 1.6 MB
data stream 3 PB/s

· measure:
energy, momentum, charge, etc

· electrons, muons easy
quarks, gluons as jets [20-50 particles]

→ Event: 100+ ntuples (E , ~p,Q...)

ML applications

· data selection/compression

· object reconstruction

· object classification

· analysis

· simulation

· theory calculations

· event generation

· inference

→ Everything, faster and better
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2024 Nobel prize

Neural networks using physics

· John Hopfield [physicist in search of problems]

biological system and spin system with same mathematics
paper for: physicists, computer scientists, neurobiologists

→ Physics is a point of view

· Geoffrey Hinton [easily passing as a physicist]

minimal energy with noisy neurons
log-likelihood maximization

→ Nobel prize in biology/medicine for thermal equilibrium?
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2024 Nobel prize

Neural networks using physics

· John Hopfield [physicist in search of problems]

biological system and spin system with same mathematics
paper for: physicists, computer scientists, neurobiologists

→ Physics is a point of view

· Geoffrey Hinton [easily passing as a physicist]

minimal energy with noisy neurons
log-likelihood maximization

→ Nobel prize in biology/medicine for thermal equilibrium?

Physics using neural networks

· applications all over experiment

· regression x → fθ(x)

· classification x → fθ(x) ∈ [0, 1]

· generation r ∼ N → fθ(r)

· conditional generation r ∼ N → fθ(r |x)

→ Complexity a feature, not a problem
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Formulas for theory self-respect

Encoding a particle energy

· expectation value from probability
〈E〉(x) =

∫
dE E p(E|x)

· internal representation θ
〈E〉 =

∫
dE E

∫
dθ p(E|θ) p(θ|Etrain)

· training a generalization of θ-probability∫
dθ p(E|θ) p(θ|Etrain) ≈

∫
dθ p(E|θ) q(θ)
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Formulas for theory self-respect

Encoding a particle energy

· expectation value from probability
〈E〉(x) =

∫
dE E p(E|x)

· internal representation θ
〈E〉 =

∫
dE E

∫
dθ p(E|θ) p(θ|Etrain)

· training a generalization of θ-probability∫
dθ p(E|θ) p(θ|Etrain) ≈

∫
dθ p(E|θ) q(θ)

· similarity from minimal KL-divergence

DKL[q(θ), p(θ|Etrain)] ≡
∫

dθ q(θ) log
q(θ)

p(θ|Etrain)

=

∫
dθ q(θ) log

q(θ)p(Etrain)

p(Etrain|θ)p(θ)

= −
∫

dθ q(θ) log p(Etrain|θ) +

∫
dθ q(θ) log

q(θ)

p(θ)
+ · · ·

→ Ultimate simplification and more...

L = −
∫

dθ q(θ) log p(Etrain|θ) + DKL[q(θ), p(θ)]

→ (Eθ − Etrain)2 + c(θ − θ0)2
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ML in experiment

Top tagging [classification, 2016-today, good old BOOST days with S Marzani]

· ‘hello world’ of LHC-ML

· end of QCD-taggers

· ever-improving [Huilin Qu]

→ Driving NN-architectures
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ML in experiment

Top tagging [classification, 2016-today, good old BOOST days with S Marzani]

· ‘hello world’ of LHC-ML

· end of QCD-taggers

· ever-improving [Huilin Qu]

→ Driving NN-architectures

Particle flow [2020-today]

· mother of jet analyses

· combining detectors with different resolution

· optimality the key

→ Modern jet analysis basics

Progress towards an improved particle flow algorithm

at CMS with machine learning

Farouk Mokhtar1, Joosep Pata2, Javier Duarte1, Eric Wul↵3,
Maurizio Pierini3 and Jean-Roch Vlimant4

(on behalf of the CMS Collaboration)
1University of California San Diego, La Jolla, CA 92093, USA
2NICPB, Rävala pst 10, 10143 Tallinn, Estonia
3European Organization for Nuclear Research (CERN), CH 1211, Geneva 23, Switzerland
4California Institute of Technology, Pasadena, CA 91125, USA

E-mail: fmokhtar@ucsd.edu, joosep.pata@cern.ch, jduarte@ucsd.edu

Abstract. The particle-flow (PF) algorithm, which infers particles based on tracks and
calorimeter clusters, is of central importance to event reconstruction in the CMS experiment
at the CERN LHC, and has been a focus of development in light of planned Phase-2
running conditions with an increased pileup and detector granularity. In recent years, the
machine-learned particle-flow (MLPF) algorithm, a graph neural network that performs PF
reconstruction, has been explored in CMS, with the possible advantages of directly optimizing
for the physical quantities of interest, being highly reconfigurable to new conditions, and
being a natural fit for deployment to heterogeneous accelerators. We discuss progress in
CMS towards an improved implementation of the MLPF reconstruction, now optimized using
generator/simulation-level particle information as the target for the first time. This paves the
way to potentially improving the detector response in terms of physical quantities of interest.
We describe the simulation-based training target, progress and studies on event-based loss
terms, details on the model hyperparameter tuning, as well as physics validation with respect
to the current PF algorithm in terms of high-level physical quantities such as the jet and
missing transverse momentum resolutions. We find that the MLPF algorithm, trained on a
generator/simulator level particle information for the first time, results in broadly compatible
particle and jet reconstruction performance with the baseline PF, setting the stage for improving
the physics performance by additional training statistics and model tuning.

1. Introduction
Particle-flow (PF) reconstruction is a global event reconstruction that combines information
from di↵erent subdetectors in CMS (e.g. the tracker and the electromagnetic and hadronic
calorimeters) to reconstruct stable particles [1]. The machine-learned particle-flow (MLPF)
algorithm is a graph neural network (GNN) trained to perform PF reconstruction via supervised
machine learning (ML) [2, 3, 4]. As with the baseline rule-based PF, the inputs to MLPF are
tracks and calorimeter clusters (see Figure 1), and the outputs are stable PF candidate particles.
The advantages of MLPF include the possibility of deployment on heterogeneous computing
accelerators (e.g. GPUs) and reoptimizing the algorithm in light of new experimental conditions.

In this work, we summarize the latest developments of MLPF in CMS, which includes the
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ML in phenomenology

Parton densities [NNPDF, 2002-today]

· pdfs without functional bias and full uncertainties

· precision and calibrated uncertainties

→ Drivers of ML-theory

Figure 4.6. The gluon-gluon, gluon-quark, quark-quark, and quark-antiquark parton luminosities as a function of
mX at

p
s = 14 TeV, computed with NLO, NNLO and aN3LO NNPDF4.0 PDFs without MHOUs (left) and with

MHOUs (right), all shown as a ratio to the respective aN3LO results. Uncertainties are as in Figs. 4.2-4.4
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This paper is dedicated to the memory of Stefano Catani,
Grand Master of QCD, great scientist and human being

Abstract

We extend the existing leading (LO), next-to-leading (NLO), and next-to-next-to-leading order (NNLO)
NNPDF4.0 sets of parton distribution functions (PDFs) to approximate next-to-next-to-next-to-leading
order (aN3LO). We construct an approximation to the N3LO splitting functions that includes all available
partial information from both fixed-order computations and from small and large x resummation, and
estimate the uncertainty on this approximation by varying the set of basis functions used to construct
the approximation. We include known N3LO corrections to deep-inelastic scattering structure functions
and extend the FONLL general-mass scheme to O

�
↵3

s

�
accuracy. We determine a set of aN3LO PDFs by

accounting both for the uncertainty on splitting functions due to the incomplete knowledge of N3LO terms,
and to the uncertainty related to missing higher corrections (MHOU), estimated by scale variation, through
a theory covariance matrix formalism. We assess the perturbative stability of the resulting PDFs, we study
the impact of MHOUs on them, and we compare our results to the aN3LO PDFs from the MSHT group.
We examine the phenomenological impact of aN3LO corrections on parton luminosities at the LHC, and
give a first assessment of the impact of aN3LO PDFs on the Higgs and Drell-Yan total production cross-
sections. We find that the aN3LO NNPDF4.0 PDFs are consistent within uncertainties with their NNLO
counterparts, that they improve the description of the global dataset and the perturbative convergence of
Higgs and Drell-Yan cross-sections, and that MHOUs on PDFs decrease substantially with the increase of
perturbative order.
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accounting both for the uncertainty on splitting functions due to the incomplete knowledge of N3LO terms,
and to the uncertainty related to missing higher corrections (MHOU), estimated by scale variation, through
a theory covariance matrix formalism. We assess the perturbative stability of the resulting PDFs, we study
the impact of MHOUs on them, and we compare our results to the aN3LO PDFs from the MSHT group.
We examine the phenomenological impact of aN3LO corrections on parton luminosities at the LHC, and
give a first assessment of the impact of aN3LO PDFs on the Higgs and Drell-Yan total production cross-
sections. We find that the aN3LO NNPDF4.0 PDFs are consistent within uncertainties with their NNLO
counterparts, that they improve the description of the global dataset and the perturbative convergence of
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perturbative order.

1

Fast event generation [Sherpa, Madgraph, Badger...]

· loop-amplitudes expensive

· training fit or interpolation

→ Precision NN-amplitudes
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ML in theory

Learned likelihoods [Pierini, Reyes-Gonzales, Torre,...]

· O(100) physics and nuisance parameters

· learn fast likelihood

· supervised vs unsupervised

→ Similar to phase space...

SciPost Physics Submission

The NFLikelihood: an unsupervised DNNLikelihood from
Normalizing Flows

Humberto Reyes-González1,2,3,? and Riccardo Torre2,†

1 Department of Physics, University of Genova, Via Dodecaneso 33, 16146 Genova, Italy
2 INFN, Sezione di Genova, Via Dodecaneso 33, I-16146 Genova, Italy

3 Institut für Theoretische Teilchenphysik und Kosmologie, RWTH Aachen, 52074
Aachen, Germany

? humberto.reyes@rwth-aachen.de
† riccardo.torre@ge.infn.it

Abstract

We propose the NFLikelihood, an unsupervised version, based on Normalizing
Flows, of the DNNLikelihood proposed in Ref. [1]. We show, through realistic
examples, how Autoregressive Flows, based on a�ne and rational quadratic
spline bijectors, are able to learn complicated high-dimensional Likelihoods
arising in High Energy Physics (HEP) analyses. We focus on a toy LHC
analysis example already considered in the literature and on two E↵ective Field
Theory fits of flavor and electroweak observables, whose samples have been
obtained through the HEPFit code. We discuss advantages and disadvantages
of the unsupervised approach with respect to the supervised one and discuss
a possible interplay between the two.

Contents

1 Introduction 2

2 Likelihood functions for LHC analyses 2
2.1 The LHC-like new physics search Likelihood 3
2.2 The ElectroWeak fit Likelihood 3
2.3 The Flavor fit Likelihood 3

3 Evaluation Metrics 3

4 The NFLikelihood 4
4.1 The Toy Likelihood 5
4.2 The EW Likelihood. 6
4.3 Flavor Likelihood 8

5 Conclusion 10

A Details of the EW and Flavor Likelihoods 12

References 13
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Humberto Reyes-González1,2,3,? and Riccardo Torre2,†

1 Department of Physics, University of Genova, Via Dodecaneso 33, 16146 Genova, Italy
2 INFN, Sezione di Genova, Via Dodecaneso 33, I-16146 Genova, Italy

3 Institut für Theoretische Teilchenphysik und Kosmologie, RWTH Aachen, 52074
Aachen, Germany

? humberto.reyes@rwth-aachen.de
† riccardo.torre@ge.infn.it

Abstract

We propose the NFLikelihood, an unsupervised version, based on Normalizing
Flows, of the DNNLikelihood proposed in Ref. [1]. We show, through realistic
examples, how Autoregressive Flows, based on a�ne and rational quadratic
spline bijectors, are able to learn complicated high-dimensional Likelihoods
arising in High Energy Physics (HEP) analyses. We focus on a toy LHC
analysis example already considered in the literature and on two E↵ective Field
Theory fits of flavor and electroweak observables, whose samples have been
obtained through the HEPFit code. We discuss advantages and disadvantages
of the unsupervised approach with respect to the supervised one and discuss
a possible interplay between the two.

Contents

1 Introduction 2

2 Likelihood functions for LHC analyses 2
2.1 The LHC-like new physics search Likelihood 3
2.2 The ElectroWeak fit Likelihood 3
2.3 The Flavor fit Likelihood 3

3 Evaluation Metrics 3

4 The NFLikelihood 4
4.1 The Toy Likelihood 5
4.2 The EW Likelihood. 6
4.3 Flavor Likelihood 8

5 Conclusion 10

A Details of the EW and Flavor Likelihoods 12

References 13

1

ar
X

iv
:2

30
9.

09
74

3v
3 

 [h
ep

-p
h]

  1
6 

M
ay

 2
02

4

Navigating string landscape [reinforcement learning]

· searching for viable vacua

· high dimensions, unknown global structure

→ Model space sampling
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Regression — LHC style

Energy calibration with uncertainties [ATLAS + Vogel, 2412.04370]

· interpretable calorimeter phase space x

· learned calibration function

RBNN(x)±∆RBNN(x) ≈ Eobs(x)

Edep(x)

· uncertainties: noise in data
network expressivity
data representation ...
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Regression — LHC style

Energy calibration with uncertainties [ATLAS + Vogel, 2412.04370]

· interpretable calorimeter phase space x

· learned calibration function

RBNN(x)±∆RBNN(x) ≈ Eobs(x)

Edep(x)

· uncertainties: noise in data
network expressivity
data representation ...

→ Understand (simulated) detector
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Generative AI

Simulations, MadNIS, calorimeters,... [Milano: Winterhalder]

· learn phase space density
fast sampling Gaussian→ phase space

· Variational Autoencoder
→ low-dimensional physics

· Generative Adversarial Network
→ generator trained by classifier

· Normalizing Flow/Diffusion
→ (bijective) mapping [ask R Torre]

· JetGPT, ViT
→ non-local structures

· Equivariant L-GATr
→ Lorentz symmetry for efficiency

→ Combinations: equivariant transformer CFM...
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Generative AI — LHC-style

Compare generated with training data [cf Refereeing the Referees]

· regression accuracy ∆ = (Edata − Eθ)/Edata

· harder for generation, unsupervised density
classify training vs generated events D(x)
learned density ratio [Neyman-Pearson]

w(xi ) =
D(xi )

1− D(xi )
=

pdata(xi )

pmodel(xi )

→ Test ratio over phase space
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Generative AI — LHC-style

Compare generated with training data [cf Refereeing the Referees]

· regression accuracy ∆ = (Edata − Eθ)/Edata

· harder for generation, unsupervised density
classify training vs generated events D(x)
learned density ratio [Neyman-Pearson]

w(xi ) =
D(xi )

1− D(xi )
=

pdata(xi )

pmodel(xi )

→ Test ratio over phase space

Progress in NN-generators

· any generative AI task

· compare different architectures

· accuracy from width of weight distribution

· tails indicating failure mode

→ Systematic performance test
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Transforming LHC physics

Number of searches

· optimal inference: signal and background simulations

· CPU-limitation for many signals?

Optimal analyses

· theory limiting many analyses, but continuous progress

· allow for analyses to be updated?

Public LHC data

· common lore:
LHC data too complicated for amateurs

· in truth:
hard scattering and decay simulations public
BSM physics not in hadronization and detector

→ Unfold to suitable level

detectors EventsQCDscattering decay fragmentationshowerTheory

forward

inverse
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ML-Unfolding

Basic structure

· four phase space distributions

psim(xpart)
unfolding inference←−−−−−−−−→ punfold(xpart)

p(xreco|xpart)

y
xp(xpart|xreco)

psim(xreco)
forward inference←−−−−−−−−−→ pdata(xreco)

· two conditional probabilities

p(xpart|xreco) = p(xreco|xpart) ×
psim(xpart)

psim(xreco)

· forward and inverse generation symmetric [stochastic]

· learnable from paired events (xpart, xreco)

→ ML for unbinned and high-dimensional unfolding?
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ML-Unfolding

Basic structure

· four phase space distributions

psim(xpart)
unfolding inference←−−−−−−−−→ punfold(xpart)

p(xreco|xpart)

y
xp(xpart|xreco)

psim(xreco)
forward inference←−−−−−−−−−→ pdata(xreco)

→ ML for unbinned and high-dimensional unfolding?

OmniFold [Andreassen, Komiske, Metodiev, Nachman, Thaler + ATLAS]

· learn psim(xreco)↔ pdata(xreco) [Neyman-Pearson]

· reweight psim(xpart)→ punfold(xpart)

psim(xpart)
classifier weights−−−−−−−−−−→ punfold(xpart)

pull/push weights

xy
psim(xreco)

classifier weights←−−−−−−−−→ pdata(xreco)

· Z+jets in 24D [ATLAS]

→ Driven by (now) established ML-classification

102

103

104

d
σ

/d
∆
R

[f
b

]

ATLAS
√
s =13 TeV, 139 fb−1

Z → µµ, pµµT > 200 GeV

Anti-kt R = 0.4, pj1T > 5 GeV
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Unfolding by generation

Targeting conditional probability [Winterhalder]

· just like forward ML-generation

· learn inverse conditional probability from (xpart, xreco)

psim(xpart) punfold(xpart)

paired data

xy
xpmodel(xpart|xreco)

psim(xreco)
correspondence←−−−−−−−−→ pdata(xreco)

Improvements crucial

1 likelihood loss to generate posterior → cINN

2 make networks more precise → TraCFM

3 remove training prior

→ Driven by generative networks
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Unfolding top decays

A challenge [Favaro, Kogler, Paasch, Palacios Schweitzer, TP, Schwarz]

· first measure mt in unfolded data
then unfold full kinematics
· model dependence: simulation ms vs data md

psim(xpart|ms) punfold(xpart|ms,md )

p(xreco|xpart)

y
xpmodel(xpart|xreco,ms )

psim(xreco|ms)
correspondence←−−−−−−−−→ pdata(xreco|md )
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Unfolding top decays

A challenge [Favaro, Kogler, Paasch, Palacios Schweitzer, TP, Schwarz]

· first measure mt in unfolded data
then unfold full kinematics
· complete training bias md → ms [too bad to reweight]

psim(xpart|ms) punfold(xpart|ms,��md )

p(xreco|xpart)

y
xpmodel(xpart|xreco,ms )

psim(xreco|ms)
correspondence←−−−−−−−−→ pdata(xreco|md )

1 weaken bias by training on ms-range

2 strengthen data by including batch-wise md ∼ Mjjj ∈ xreco
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Unfolding top decays

A challenge [Favaro, Kogler, Paasch, Palacios Schweitzer, TP, Schwarz]

· first measure mt in unfolded data
then unfold full kinematics
· complete training bias md → ms [too bad to reweight]

psim(xpart|ms) punfold(xpart|ms,��md )

p(xreco|xpart)

y
xpmodel(xpart|xreco,ms )

psim(xreco|ms)
correspondence←−−−−−−−−→ pdata(xreco|md )

1 weaken bias by training on ms-range

2 strengthen data by including batch-wise md ∼ Mjjj ∈ xreco

Preliminary unfolding results [TraCFM]

· 4D for calibrated mass measurement
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Unfolding top decays

A challenge [Favaro, Kogler, Paasch, Palacios Schweitzer, TP, Schwarz]

· first measure mt in unfolded data
then unfold full kinematics
· complete training bias md → ms [too bad to reweight]

psim(xpart|ms) punfold(xpart|ms,��md )

p(xreco|xpart)

y
xpmodel(xpart|xreco,ms )

psim(xreco|ms)
correspondence←−−−−−−−−→ pdata(xreco|md )

1 weaken bias by training on ms-range

2 strengthen data by including batch-wise md ∼ Mjjj ∈ xreco

Preliminary unfolding results [TraCFM]

· 4D for calibrated mass measurement

· 12D published data

→ CMS data next 0.00
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ML for LHC Theory

Developing ML for the best science

· just another numerical tool for a numerical field

· transformative new language

· driven by money from data science and medical research

· 1000 Einsteins...
...improving established tools
...developing new tools for established tasks
...transforming through new ideas

→ You can be the golden generation!
Modern Machine Learning for LHC Physicists

Tilman Plehna*, Anja Buttera,b, Barry Dillona,
Theo Heimela, Claudius Krausec, and Ramon Winterhalderd

a Institut für Theoretische Physik, Universität Heidelberg, Germany
b LPNHE, Sorbonne Université, Université Paris Cité, CNRS/IN2P3, Paris, France

c HEPHY, Austrian Academy of Sciences. Vienna, Austria
d CP3, Université catholique de Louvain, Louvain-la-Neuve, Belgium

March 19, 2024

Abstract

Modern machine learning is transforming particle physics fast, bullying its way into our numerical tool box. For young
researchers it is crucial to stay on top of this development, which means applying cutting-edge methods and tools to the full
range of LHC physics problems. These lecture notes lead students with basic knowledge of particle physics and significant
enthusiasm for machine learning to relevant applications. They start with an LHC-specific motivation and a non-standard
introduction to neural networks and then cover classification, unsupervised classification, generative networks, and inverse
problems. Two themes defining much of the discussion are well-defined loss functions and uncertainty-aware networks.
As part of the applications, the notes include some aspects of theoretical LHC physics. All examples are chosen from
particle physics publications of the last few years.1

*plehn@uni-heidelberg.de
1Given that these notes are by definition always outdated, they will be updated frequently, together with the corresponding tutorials.
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Anomaly searches

Non-resonant searches
· key: bottleneck

training on background
minimize reconstruction-MSE
unknown signal from bad MSE

· reconstruct QCD jets → top jets hard to describe

· reconstruct top jets → QCD jets just simple top-like jet

→ Symmetric performance S ↔ B?
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Anomaly searches

Non-resonant searches
· key: bottleneck

training on background
minimize reconstruction-MSE
unknown signal from bad MSE

· reconstruct QCD jets → top jets hard to describe

· reconstruct top jets → QCD jets just simple top-like jet

→ Symmetric performance S ↔ B?

Missing and anomalous features

· compact latent space: sphere

· energy-based model
normalized Boltzmann mapping [Eθ =MSE]

pθ(x) =
e−Eθ (x)

Zθ
L = −

〈
log pθ(x)

〉
=
〈
Eθ(x) + log Zθ

〉
· inducing background metric

· Zθ from Markov Chain
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Anomaly searches

Non-resonant searches
· key: bottleneck

training on background
minimize reconstruction-MSE
unknown signal from bad MSE

· reconstruct QCD jets → top jets hard to describe

· reconstruct top jets → QCD jets just simple top-like jet

→ Symmetric performance S ↔ B?

Missing and anomalous features

· compact latent space: sphere

· energy-based model
normalized Boltzmann mapping [Eθ =MSE]

pθ(x) =
e−Eθ (x)

Zθ
L = −

〈
log pθ(x)

〉
=
〈
Eθ(x) + log Zθ

〉
· inducing background metric

· Zθ from Markov Chain

→ Proper anomaly search, at last...
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