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SRO Project update
M.Battaglieri (INFN), M.Diefenthaler (JLab), J.Huang (BNL), 

J.Landgraf (BNL), T.Wenaus (BNL)
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Streaming readout (SRO) WG

Jin  Huang (BNL) replaced by Taku 
Gunji (TokyoU)

• Weekly Tuesday Zoom meeting at 9AM ET https://indico.bnl.gov/event/28514/
• Resources: https://docs.google.com/document/d/1t5vBfgro8Kb6MKc-bz2Y67u3cOCpHK4dfepbJX-nEbE/edit?tab=t.0#heading=h.y3evqgz3sc98
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ePIC Streaming Computing Model Working Group

Why SRO is important for ePIC?

✴ SRO breaks barriers between DAQ and computing 
•Data collected at Echelon0 and processed at BNL and JLab
• Important role of Echelon2 and Echelon3

✴ Expedite ePIC Science outcome 
•Computing/detector integration for a rapid turnaround
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Streaming RO in ePIC
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Key components: FE aggregator

DAM Board – FLX-155
•FELIX (Front-End Link Exchange) hardware for future ATLAS experiments at 
HL-LHC is being developed at BNL (Omega Group)
•First boards under evaluation at BNL by Omega group
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Key components: data reduction

General Principles
1. Don’t remove any information unless required by throughput / storage 

requirements
2. If any information is removed, write out a fraction of data without 

removing the information (in conjunction with the reduced data)
3. Any filtering / data reduction code needs to be documented and available 

for access by the collaboration

Non-destructive reduction techniques:
• Compression (Standard or ML techniques)
• Reduction of ASIC data inefficiencies 
• Aggregation of headers

Techniques that drop information:
• (1-d) cluster finding for ADC data
• (2-d) cluster finding
• Feature finding
• High Level Noise Rejection

• Averages / Histograms
• Simple Analysis
• Arbitrary Deadtime

• Real-time data processing using an autoencoder to 
compress the digitised waveform



M.Battaglieri - INFNSRO project update7

Test Setup in Genova

Results
Best performance achieved with a CPU-based server

• Sample signals from JLAB-CLAS12 detector (similar to PbWO 
ECal crystal + PMT signals)

• fADC 250MHz, 16bits, discrite
• dedicated (heterogeneous) hardware for data reduction 

• GPU: Tesla V100
• FPGA: Alveo V70
• CPU: Dell C6400

Key components: data reduction
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Special case: dRICH

More in 
Alessandro’s and 
Cristian’s talks 
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Key components: Time Frames (TFs) and Super TFs
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Key components: data management
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Key components: SRO orchestrator

SRO DAQ components need to be ‘orchestrated’

JLab-ERSAP 
• micro-service based 
• distributed
• heterogeneous hw ready

SPADI alliance 
• Japan-based but aim in g to 

expand in  the US (e.g. FRIB)

BNL-RCDAQ 
• hybrid (triggered/SRO) DAQ
• used in sPHENIX
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Rosi

•ePICS SRO DAQ aims for a rapid turnaround from data to full calibrated/reconstructed data
•Data reconstruction time scale driven by calibrations (2-3 weeks max)

FE

SRO 
DAQ

SRO 
computing

Calibration/
Alignement 

DB

prompt 
reconstructed 

data

raw data
Calibrations/
alignement  
constants

Calibrations/
alignement  
constants

• Specific to each sub-detector system 
• Multiple iterations
• Different computing levels (Echelon’s)
• Automatic/autonomous (AI?)
• FAST!!!!

Everybody agrees but ….
Defining calibrations and alignment procedures is essential and urgent!
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Key components: alignment/calibrations
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Is it NOT premature, even if, 
• Detectors are still being designed 

• Procedures require feedback from real implementation

• WG assumption
• A lot of work can/should be done in advance to understand 

details of alignment and calibration procedures

• Strategy
• A (living/updated) survey of different subsystem procedures

• Engage sub-detector leaders to develop a shared workflow

Questions to be answered
• Needs to define calibration requirements from each sub-detector 

• how much data is needed?
• when often?
• how/where to apply corrections to data?

• Correction should be autonomous (AI/ML algorithms as a 2nd iteration or from the start?)
• At which level (Echelon 0 and/or Echelon 1 or 2)
• Calibration and simulation framework
• Implementation

• iterative procedure in (semi) real-time (some detectors may need info from others)
• Are calibration parameters biasing the data set we will write on disk?
• Are calibration procedures background-aware and how to reliably estimate that bg?
• Identify required Infrastructures (e.g monitoring tools)

ASIC level: e.g. 0 suppression
DAQ level: eg. clustering
SRO level: final physics extraction: how it propagates back to the FE?

• Identify dependencies from other subsystems
• Identify calib procedures requiring/not-requiring dedicated runs
• Is an RND-trigger (fully unbiased) data stream in parallel to the prod runs stream?
• Alignment/tracking may require special procedures need to be defined upfront
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Key components: alignment/calibrations

Special task force in  the SRO WG (M.Battaglieri, 
T.Gunji) for alignment/calibrations
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ePIC SRO Milestones

Scope
Components and functionalities of the system to define and implement in a first 
prototype:
• stream definition, structure and associated metadata
◦ bulk data stream
◦ monitoring stream
• E0 - E1 data flows

◦ how bulk data moves from E0 to E1
◦ how fast monitoring data moves from E0 to E1

• E1 bulk data orchestration
◦ How and where bulk data lands at E1s
◦ Triggering actions on the data (archiving, prompt processing) as it arrives

• E1 fast monitoring infrastructure
◦ How fast monitoring data moves from E0 to E1
◦ How and where it is received and processed by monitoring agents/workers

• E1 data processing orchestration
◦ Workflows for processing physics data at the E1s

• E1 calibration orchestration
◦ Workflows, from simple to complex, for performing prompt calibration/

alignment at E1s
◦ Tools to define and automatically execute complex workflows with 

dependencies down the processing chain
• Detector/data state machine

◦ Infrastructure to manage and interface to detector/data state in an E1 resident 
service

◦ cataloging of detector/data states, clients served and their needs
• E2 extension

◦ An extension of the testbed will prototype the inclusion of Echelon 2 (E2) 
computing facilities. Volunteer prospective E2 sites are welcome and invited to 
join the testbed effort and enable us to begin this extension.

Timeline
1. Establish the service infrastructure needed - PanDA, Rucio and associated components (done, at BNL)
2. Update the E0-E1 schematic diagram with new elements
3. As the testbed progresses, implement monitoring of all things from the beginning, see in real time what the testbed is doing
4. Basic STF data processing workflow from DAQ egress to E1 archiving & processing

1. Rucio registration, E1 transfer, downstream triggers
2. PanDA based batch processing

5. Stream-based processing
1. STF content - metadata describing the data
2. interfaces and workflow to implement streaming processing based on the the physically stored STF based data

6. TF stream (fast stream) processing
7. Basic calibration workflows
8. Complex calibration workflows
9. Explore orchestration of streaming processing based on detector/data state model
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SRO WG activity and documentation

✴ Several reviews focused on SRO and/or on frontend electronics/backend reconstruction software 
✴In progress: ECSAC Review 2025

ePIC Software & Computing Report

The ePIC Streaming Computing Model
Version 2, Fall 2024
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Abstract

This second version of the ePIC Streaming Computing Model Report

provides a 2024 view of the computing model, updating the October

2023 report with new material including an early estimate of comput-

ing resource requirements; software developments supporting detector

and physics studies, the integration of ML, and a robust production

activity; the evolving plan for infrastructure, dataflows, and workflows

from Echelon 0 to Echelon 1; and a more developed timeline of high-

level milestones. This regularly updated report provides a common

understanding within the ePIC Collaboration on the streaming com-

puting model, and serves as input to ePIC Software & Computing

reviews and to the EIC Resource Review Board. A later version will

be submitted for publication to share our work and plans with the

community. New and substantially rewritten material in Ver-
sion 2 is dark green. The present draft is preliminary and
incomplete and is yet to be circulated in ePIC for review.

1
h"ps://doi.org/10.5281/zenodo.14675920 
Publication on “ePIC Streaming Computing Model”

Version 1: Prepared for ECSAC review in 2023.
Version 2: Prepared for ECSAC review in 2024. 
• An early estimate of computing resource requirements
• Software developments supporting detector and physics studies, the integration of ML
• PlanS for infrastructure, dataflows, and workflows from Echelon 0 to Echelon 1
• A developed timeline of high-level milestones

✴ Next date: EICUG/
ePIC Collaboration 
meeting: Streaming 
readout workfest

https://doi.org/10.5281/zenodo.14675920
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Streaming readout (SRO) workshop series

✴ Next Streaming ReadOut workshop (SRO XIII) will be held from Dec 9 to 11 
2025 at Auditorium ex Chiesa della Purita' in Catania (IT) 
• LOC: M.Battaglieri, J.Bernauer, M.Bondî, A.Camsonne, M.Diefenthaler, T.Gunji, 
M.Spreafico, C.Tuvé, S.Vallarino
• Topics: SRO testbeds (NESTDAQ, CODA, RCDAQ, JUNO, KM3NET), …, software 
(RUCIO, ALLEN, …), real-time calibration (AI solutions), RT data processing 
(Leonardo, object data storage, data transfer, …)
•Demonstration session

✴ Last edition SRO XII in Tokyo in december 2024
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Summary and outlook

• ePIC DAQ will be streaming
• SRO is expected to facilitate (and extend!) the ePIC science and shorten the time between data taking and physics output
• SRO provides new opportunities but poses challenges (e.g. new detector-computing relationship)
• Strong link with DAQ, SW, and Physic WGs to design a sound framework (+ trigger/analysis algorithms)
• Key components of SRO workflows are under definitions

• Data concentrator
• Data reduction
• Orchestrator
• Time Frame builder and router
• Data management

• AI-supported algorithms will play a significant role in ePICS SRO computing model
• Alignment/calibration procedures are under definitions with feedback from sub-detector groups
• Inputs from physics analysis/simulations is necessary to shape the framework
• On-field validation needs to be pursued in parallel
• Strong commitment from ePIC-Itay with leading roles in management and contributions

See you in Catania at SRO-XIII in December!


