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Workshop on quasi interactive analysis of big data with 
high throughput



● Creation of the Common Analysis Tool group in CMS
● Common area where everyone in CMS puts their analysis
● Lives on GitLab
● Keeps the general framework separated from the analysis code
● Frameworks are containerized using Docker



CI-triggered analysis execution
● The idea is to leverage the CI/CD GitLab functionalities to automatically run an analysis workflow whenever a 

new commit is added
○ Useful to establish bulletproof analysis reproducibility

● Complementary use case wrt to the quasi interactive approach presented by T. Tedeschi. The ideas is to run 
containerized analysis pipeline on remote computing clouds

● Every CMS analysis is supposed to have a repository in cms-analysis:
○ The gitlab-ci.yaml defines the job that is triggered when a new modification is uploaded
○ Proof of concept: 

■ Use containerized mkShapesRDF code to execute the analysis

● Since the gitlab runner cannot be used for CPU-heavy tasks, it is possible to offload the work to external 
HTCondor clusters

○ First test on INFN AF (Analysis Facility) which run on italian T2 resources
○ Easy authentication method via access token

https://gitlab.cern.ch/cms-analysis
https://gitlab.cern.ch/cms-analysis/smp/wpwmjj_polarizations/analysis_code/-/blob/master/.gitlab-ci.yml?ref_type=heads


CI-triggered analysis execution

● Offload the work by submitting the 
jobs in batches  to the remote CMS  
HTCondor cluster

● Can easily extend this to other clusters 
in the future



Software stack
● The software to be used to run the analysis is packaged in a Docker image

○ For the proof-of-concept use case we studied, the Docker image of mkShapesRDF is created 
and deployed in the mkShapesRDF gitlab-registry and can be downloaded from anywhere 
(even your laptop if you have docker installed, see instructions): 

■ docker run -ti --user nobody 
gitlab-registry.cern.ch/cms-analysis/general/mkshapesrdf:master

● An unpacked version of the image is also deployed to /cvmfs through the sync 
repository 

/cvmfs/unpacked.cern.ch/gitlab-registry.cern.ch/cms-analysis/ge
neral/mkshapesrdf\:*

● The image is created (and overwritten) every time a modification is pushed to 
framework

https://gitlab.cern.ch/cms-analysis/smp/wpwmjj_polarizations/analysis_code/-/blob/master/README.md?ref_type=heads
https://gitlab.cern.ch/unpacked/sync/-/blob/master/recipe.yaml?ref_type=heads#L284
https://gitlab.cern.ch/unpacked/sync/-/blob/master/recipe.yaml?ref_type=heads#L284


gitlab-ci.yml

Run the docker image

Get the access token for the AF and the 
proxy to access files on EOS

Submit jobs to condor

check condor status to keep the 
pipeline busy



The IAM token

IAM_CLIENT_ID and IAM_CLIENT_SECRET 
stored as private variables in gitlab

They point to a cmscat service account.

Setting condor variables to use INFN AF 
(can point to any cluster in principle)



The workflow



Submitting jobs to condor as cmscat user
The AF scheduler IP should appearAfter setting the IAM token, condor will 

see cmscat as the job owner



Submitting jobs to AF via gitlab CI
New utils to monitor 
the status of jobs 
every 10 seconds



Final result
● Once the jobs have been 

submitted a scripts is used to 
check the status of the condor 
jobs every n seconds to keep the 
CI busy

● Once all the jobs are done running 
the script will exit the loop and all 
data are transferred back to the CI 
runner, merged together and 
added to artifacts

● The complete pipeline

https://gitlab.cern.ch/cms-analysis/smp/wpwmjj_polarizations/analysis_code/-/jobs/36578639


Integration with reana

The idea is to start the 
reana-client inside the gitlab CI

Deploy a reana cluster in the CMS-pledged Tier 2 and use 
its function to handle submission of jobs

● Our work with the CI/CD was mostly exploratory. 
Authentication procedure to the computing resources is 
easy, but it’s too specific and managing and controlling 
jobs submission would require a significant effort to 
develop custom code 

● We need to move towards decoupling the framework 
from underlying computing resources -> the user should 
ideally be able to choose which cluster  to submit their 
jobs to and retrieve files without modifying the code

● For this reason we plan to use Reana and exploit its 
integration with gitlab

● Reana is a reproducible analysis platform allowing 
scientists to run containerized analysis pipeline on 
remote computing clouds



Conclusions

● The proof of concept to run containerized analysis pipeline on remote computing 
clouds may have potential

● It’s a complementary use case 
●  We had a discussion with the Perugia’s group about the possibility to deploy 

a reana cluster in the CMS pledged Tier-2 system
● From our side we plan to start investigating the feasibility of integrating Reana 

as part of the workflow and check if it can be scaled fairly easily without any 
significant code overhaul
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The condor config file
● Condor specific configuration 

parameters are specified in a 
jdl_config.py file now

● This used to be hardcoded 
before the commit

Specify which container to run on 
the remote cluster


