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Search for 𝝉 → 𝟑𝝁 decays, which have very small SM branching fractions  
BR!" ~ 𝒪 10#$$ , while being predicted with sizable BR in several BSM 
scenarios BR%!" ~ 𝒪 10#&' ÷ 10#(

• 𝝉 leptons produced in D and B meson decays provide large statistics at LHC 
experiments, but are only accessible with low-pT muon triggers

• Analysis of Run 2 data recently published, stat. limited 
à benefitting from inclusive low-pT muon L1 trigger in Run 3
à technical challenge: new datasets are ×𝟐 ÷ 𝟑 times heavier

Flavor physics use-case: LFV in the charged sector 𝝉 → 𝟑𝝁
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Flavor physics use-case: LFV in the charged sector 𝝉 → 𝟑𝝁
 

Search for 𝝉 → 𝟑𝝁 decays, which have very small SM branching fractions  
BR!" ~ 𝒪 10#$$ , while being predicted with sizable BR in several BSM 
scenarios BR%!" ~ 𝒪 10#&' ÷ 10#(

• 𝝉 leptons produced in D and B meson decays provide large statistics at LHC 
experiments, but are only accessible with low-pT muon triggers

• The normalisation channel used as a benchmark: 𝐷)* → 𝜙 𝜇𝜇 𝜋*
à cut-based analysis + mass fit for measuring the 𝐷)* yield in data  

https://doi.org/10.1016/j.physletb.2024.138633
https://doi.org/10.1016/j.physletb.2024.138633


𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" analysis workflow

● Legacy: approach Loop-based analysis implemented using ROOT TTree:MakeClass
○ split computation in batches of input files, run separately as HTCondor jobs, gather the output rootfiles

● New: Ntuples read as RDataFrame, almost all operations “lazy” → no loop triggered till the end
○ going distributed using ROOT RDataFrame distributed features, with Dask backend.

• Data collected by low 
pT dimuon triggers

• MiniAOD data tier 
centrally produced

CMS 
Dataset

ROOT 
ntuples • Define high-level variables

• Apply scale factors and 
corrections

• Apply selections, select best Ds
candidate per event

• Fit the 2µ+1track invariant mass

Analysis

• Skimmed data, events 
with 2µ+1track final state
• Saving only physics 
objects of interest
• Plain data format, ~ 5 
GB / fb-1, stored on eos
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https://iopscience.iop.org/article/10.1088/1742-6596/664/7/072052/pdf


Ntuples are nanoAOD-like
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Goal:
●Select events with triplets passing selections 

(e.g. containing muons with a given quality)
●Select best triplet per event in case >1 pass

𝑫𝒔" → 𝝓 𝝅"

→ 𝝁"𝝁#𝝅"
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Getting started: access to the AF
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https://hub.131.154.98.51.myip.cloud.infn.it/

https://hub.131.154.98.51.myip.cloud.infn.it/


Get the code for this tutorial
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cd /opt/workspace/persistent-storage/

git clone https://github.com/fsimone91/BPH_interactive_analysis.git

mkdir ../cert

… copy here your userkey.pem and usercert.pem files, then generate your X509 user 
proxy certificate 

voms-proxy-init -cert ../cert/usercert.pem -key ../cert/userkey.pem

https://github.com/fsimone91/BPH_interactive_analysis.git


Start the scheduler
● Start a New Dask Cluster
● Scale it
● Check the Dashboard!
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To the notebook: call the Dask Client using the python API

● Define a Dask Client, either Local or Distributed
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analysis.ipynb

https://github.com/fsimone91/BPH_interactive_analysis/blob/main/analysis.ipynb


Almost ready: X509 user proxy 
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● Upload your X509 proxy file to the workers

● Set environmental variables in the workers



Almost ready: X509 user proxy 
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● Read and write from/to the workers

● For example, we upload to the workers a json file 
containing some scale factors / corrections used in 
the analysis and check they are there



𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" analysis code: auxiliary functions
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● Utilities.h contains C++ functions used to do operations over RVec<T> objects or to perform auxiliary computations

● Optional: the correctionlib library allows for handling json files containing corrections. In this case, I am using the 
xPOG recommended v2 schema for muon SF provided by the Muon POG. Find some more examples here ( by CAT)

https://github.com/fsimone91/BPH_interactive_analysis/blob/main/Utilities.h
https://cms-nanoaod.github.io/correctionlib/index.html
https://twiki.cern.ch/twiki/bin/viewauth/CMS/MuonPOG
https://indico.cern.ch/event/1421177/


Access input ntuples and define a RDF
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● Input.json contains a list of files for each data subera

● We use xrootd to access files on eos

● We then define our ROOT dataframe using the 
Distributed.Dask constructor, connecting it to our 
Dask Client



𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" analysis code
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Some steps of the analysis:

● Apply selections on branches with size nTriplet
à easy!



𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" analysis code
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Some steps of the analysis:

● Other selections might require the matching 
between 𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" candidates (nTriplet
size) and the general Muon_ collection (nMuon
size)

Utilities.h 

https://github.com/fsimone91/BPH_interactive_analysis/blob/main/Utilities.h


𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" analysis code
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Some steps of the analysis:

● Other selections might require the matching 
between 𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" candidates (nTriplet
size) and the general Muon_ collection (nMuon
size)



𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" analysis code
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Some steps of the analysis:

● Other selections might require the matching 
between 𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" candidates (nTriplet
size) and the general Muon_ collection (nMuon
size)

Utilities.h 

https://github.com/fsimone91/BPH_interactive_analysis/blob/main/Utilities.h


𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" analysis code
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Final step:

● Drawing (or counting) out the final distribution
triggers the computation

● You can snapshot the final dataframe for 
further analysis: many “out.root” files are saved
in the workers

Extra:

● Create columns containing Muon SF from the POG json
file using correctionlib, that can be used for systematic
variations



Dashboard and performance report 
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𝑫𝒔" → 𝝓 𝝁𝝁 𝝅" final mass fit
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Performance results (@CHEP2024)
Significant improvement in execution 
time wrt the standard/serial approach
The facility allows for dynamically scaling 
the resources, here testing the 
performance at fixed #cores and 
memory, varying the dataset size 

Stress test at high CPU and 
memory occupancy
Stable performance, linearly
scaling with the input dataset size
Dataset size ~ 100 GiB is
representative of ~15 /fb of Run3 
data for this specific analysis
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Thank you!



Back-up
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High throughput data analysis platform
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• After connecting to an entrypoint URL, the 
user reaches a Jupyterhub instance that, 
after authentication and authorization via 
INDIGO-IAM, allocates the required 
resources for the user’s working area. 

• The jupyterhub is deployed on a Kubernetes 
(k8s) cluster with 128 vCPUs and 258 GB, 
divided into 8 nodes configured via RKE2

https://jupyterhub.readthedocs.io/en/stable/
https://github.com/indigo-iam/iam
https://docs.rke2.io/


High throughput data analysis platform
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● The deployment of the Kubernetes 
resources is handled via HELM charts in the 
official Spoke2 Jhub HELM repo

● This allows for a scalable and fault-
tolerant deployment of the available 
resources

https://github.com/ttedeschi/HighRateAnalysis-WP5/tree/main/stable/jhub-aas


High throughput data analysis platform

26

● Jupyterlab interface is flexible and customizable:
- Includes specific plugins (e.g. Dask)
- Working environment highly customizable using 

Docker containers allowing for experiment specific 
software

https://docs.dask.org/en/stable/
https://www.docker.com/


High throughput data analysis platform
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● Ideal environment for testing interactive analysis 
and validating new frameworks, e.g. the multi-
threading features of ROOT RDataFrame

● The Dask Labextension provides a user-friendly 
monitoring dashboard

● More in the official docs!

https://github.com/dask/dask-labextension
https://icsc-spoke2-repo.github.io/HighRateAnalysis-WP5/sections/intro.html

