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A recap - the context
From 2029/30 onwards: huge increase in HEP experiments 
computing resources requests (HL-LHC above all)
New analysis paradigm is arising: high-rate, declarative, 
interactive or quasi-interactive data analysis approach 
The development of infrastructural solutions (high rate 
platform) to implement such a new model is done inside WP2 
and WP5: 
• use case-driven approach and tests with real-world 

analyses
• and synergically with Spoke0:

• adopting/proposing infrastructural solutions
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High rate analysis Tools
Main ingredients for high rate analysis:
• cutting edge tools:

• ROOT’s RDataFrame (RDF) - modern, high-level interface for analysis of data 
stored in TTree , CSV and other data formats, in C++ or Python

• Scikit-HEP echosystem (uproot + awkward-array + vector + coffea + …) - 
array-based syntax for manipulating HEP event data in an efficient and 
numpythonic way 

• MORE ON THIS IN THE NEXT CONTRIBUTIONS….
• reduced data formats
• Scaling out with Dask!
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A typical high rate platform
The computing infrastructures should be:
• agnostic with respect to the analysis software which can be, in principle, 

experiment-specific
• based on containerized cluster solutions integrated with storage systems 

and caches:
• containers are executable software packages that contain everything that 

is needed to run an application, from code to system libraries, therefore 
abstracting it from the host infrastructure. 

• multi-user
• capable of handling different back-ends, most importantly Dask!
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Key technology enabler: Distributed Dask
● Dask.distributed is a centrally managed, distributed, dynamic 

task scheduler:
○ The central dask scheduler process coordinates 

■ actions of several Dask worker processes on multiple machines 
■ the concurrent requests of several clients

● Users interact by connecting a local Python session to the 
scheduler and submitting work

● Best to use a cluster manager utility class:
○ It deploys a scheduler and the necessary workers as determined by 

communicating with the resource manager
○ KubeCluster is a cluster manager for Kubernetes
○ Dask-jobqueue is a set of cluster managers for job queueing 

systems
■ Supports PBS, Slurm, LSF, HTCondor, …

This obviously fits very well with the python analysis ecosystem, 
but also ROOT’s RDataFrame can use Dask as backend: Dask 
therefore enables analysis on very different resource providers.. 
provided you get access to your data! 
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The ICSC Spoke2 high rate platform
As Spoke2 WP5 we are ready, using ICSC 
resources as per RAC allocation
A high rate platform deployed on a Kubernetes 
cluster (128 vCPUs and 258 GB) 
• endpoint is here 

Let’s see its components in details
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Deployment
Kubernetes (K8s): 

• The industrial standard for the management and 
orchestration of the deployment of containerized services 
on a set of machines 

• Kubernetes cluster: set of nodes that run containerized 
applications (organized in Pods), controlled by a control 
plane

HELM:
• The “package manager” for K8s  
• The deployment of the K8s resources needed for the 

spawning of this platform, is handled via HELM charts 
available in the GitHub organization 
https://github.com/ICSC-Spoke2-repo/HighRateAnalysis-
WP5.

This allows a seamless, flexible, scalable and fault-tolerant 
deployment on the available resources, with a limited impact on 
the admin’s work time.
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Access
Connecting to an entrypoint URL, the 
user reaches a Jupyterhub instance
It is a multi-user Hub that spawns, 
manages, and proxies multiple 
instances of the single-user Jupyter 
notebook server

8

multi-user

Dask KubeClusterDask KubeCluster Dask KubeCluster



Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Security

Authentication and authorization via 
INDIGO-IAM 
https://iam-icsc.cloud.infn.it/login 
• An Open Source Identity and Access 

management solution for scientific 
computing
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User interface
The user interface is based on Jupyterlab customised 
with specific plugins for specific purposes (e.g. Dask).
The working environment is highly customizable: 
• using tailored Docker containers
• this is important when analyses require specific 

software (collaboration-wise)
Jupyterlab images Dockerfiles for Spoke2 are hoster 
here 
https://github.com/ICSC-Spoke2-repo/wp5-custom-i
mages/tree/highrate 
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User interface
The user gets access to a full IDE!
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Distributing the workload
Dask Labextension plugin:
• allows to interact with the Dask dashboard 

directly in the Jupyterlab session access to 
useful monitoring panels

• deploys a Dask cluster using the 
KubeCluster cluster manager

The deployment of such cluster can be done:  
also via CLI/notebook cell 
You can then handle your cluster from the 
plugin
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Distributing the workload
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User interface
Connect the client and scale up your 
computations!
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Distributing the workload
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CloudHPC center

Aim: enable the platform to dynamically exploit all kinds 
of resources (HTC, HPC, Cloud)  transparently for the 
user
• looking for a synergy with active developments in 

this context, to delegate container execution on 
remote resources while keeping the very same user 
interface

• Possible solution: InterLink, which provides execution 
of a Kubernetes pod on almost any remote resource 
• Resources visible to the user thanks to an 

HTCondor overlay
CMS INFN Analysis Facility already implements this 
solution to integrate italian grid sites
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Data are important: Rucio integration
High rate platform also integrates with Rucio: 
• a project that provides services and 

associated libraries for allowing scientific 
collaborations to manage large volumes of 
data spread across facilities at multiple 
institutions and organisations.

Rucio client enables users to interact with the 
system and access the distributed data:
• The client can upload, download, manage 

and delete everything from single files up to 
Petabyte sized datasets.

A JupyterLab extension integrates with Rucio to 
allow users to access some of Rucio's 
capabilities directly from the JupyterLab interface
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Conclusions
• Now you got an overview of each component of a typical high rate analysis platform…

• IT’S TIME TO GET YOUR HANDS DIRTY!
• Using some of the tools that will be demonstrated during the workshop

• We will use the ICSC hub accessible at this endpoint 
https://hub.131.154.98.51.myip.cloud.infn.it/ 
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What is offloading?
• Delegate the execution of a container/workflow on remote resources while keeping 

the user interface unchanged.
• Example:

• “I have my own ML training container, and I want to run it on a node with 4 A100s”
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How can we implement offloading?
We want a NATIVE integration with the Kubernetes primitives, acting underneath as a 
virtual node.

Offloading should be transparent for the users
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A possible solution: InterLink
InterLink aims to provide an abstraction for the 
execution of a Kubernetes pod on any remote resource 
capable of managing a container execution lifecycle.
The project consists of two main components:

• A Kubernetes Virtual Node: based on the 
VirtualKubelet technology. Translating request 
for a kubernetes pod execution into a remote call 
to the interLink API server.

• The interLink API server: a modular and 
pluggable REST server where you can create 
your own container manager plugin (called 
sidecar), or use the existing ones: remote docker 
execution on a remote host, singularity 
Container on a remote SLURM or HTCondor 
batch system, etc…
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Components: VK
• Virtual kubelet (VK):

• “Open-source Kubernetes kubelet 
implementation that masquerades as a 
kubelet. This allows Kubernetes nodes to be 
backed by Virtual Kubelet providers”

• Can be imagined  as a translation layer:
• “I take your pod and run your container 

wherever I want”
• Registers virtual node and pulls work to run
• The pod lifecycle is managed via interlink rest calls
• Oauth2 via service token kept “refreshed”
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Components: Interlink + Oauth2 proxy
• Oauth2 proxy: authN with IAM and authZ configurable on aud and groups
• “Digests” and manipulates calls from VK to the sidecar
• Self contained binary, distributable on all OS without dependencies
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Components: Sidecar/Plugin
• Agent that must expose a REST with defined specs, but which can be implemented in 

the language and with the methods you prefer:
• creation of the pod: run local docker or submit a job on htc, slurm etc
• collect the execution states
• collect and forward logs upon request
• kill

• Existing plugins: local Docker (Go), Slurm (Go), HTCondor (python), ARC (python), 
Kubernetes (python), Kueue (python)
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CMS INFN AF analysis
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What 
users see

What the 
offloading 
hides to 
the user

A growing project (activity started in 2020):

• Now 28 registered users: at least 4/5 of them can be considered 
“very active” users, authenticated via CMS IAM

• Containerized Jupyterlab environment:

• Both “a-la-batch” and interactive processing allowed

• Integration of heterogeneous resources under the same pool:

• Existing WLCG infrastructure and batch-systems for 
interactive use used for both legacy and interactive 
processing:

• Using an HTCondor overlay and Dask in HTCondor mode

• offload on all Italian Tier2 sites via Interlink mechanism:

• Deployment of Dask clusters on remote resources via 
RemoteHTCondor (Dask-jobqueue plugin)
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Enabling use cases
These are some use cases we have in mind as a 
scientific community:
• Unlock full power of cutting-edge analysis tools

• Speed-up of factor O(10-100) for HEP analysis 
workflows

• Easy GPU access:
• seamless access to HPC centers
• ML training triggered via workflow automation, e.g. 

ML pipelining tools (Kubeflow, MLflow, …)
• many GPUs at once == more/faster hyperparameter 

optimization
• Enable CI/CD as a trigger for analysis execution
• …
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InterLink: development context and ICSC related activities
The technical solution (interLink) has been initially prototyped by INFN in the context of the 
interTwin EU Funded project and is now enhanced within the ICSC development/research 
programme. 

In particular
● It is part of the Spoke0  infrastructural toolkits. As such it is under consolidation, testing and 

improvement 
● It is part of the Spoke2 - WP5 work plan 

○ in this respect there is a ongoing integration effort to extend the High rate analysis 
platform over HTC/HPC computing resources

● Also part of the Spoke3 integration plan 
○ idea is to benefit of the interLink capabilities to offer highly dynamic access to 

specialized HW (i.e. over Leonardo)
○ integrating offloading with data retrieval from the data-lake prototype

Many fruitful sinergies should lead toward a generic technical solution, versatile and extendible 
based on specific needs.
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