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OpenStack - A collection of interacting softwares

Virtualization Layer

Nova: Manages the creation and lifecycle of VMs.

Neutron: Provides networking services for VMs.

Keystone: Handles user authentication and authorization.

Placement: Manages resource allocation and usage.

Glance: Stores and manages virtual machine images.

Cinder: Provides block storage services for VMs.

Swift: Offers object storage for unstructured data.

Designate: Provides DNS and DHCP for VMs.

Ironic: Performs Bare Metal provisioning

Horizon: Dashboard, provides an user interface 
to Openstack services

Manila: provides coordinated access to shared or 
distributed file systems

Ceilometer: performs metric collection;

stores and transforms metrics;



Ibisco Cloud Naples - Distribution of Services

Core Services

Extra

ibisco-endpoint.na.infn.it

VLAN 138 - Management

libvirtd

openvSwitch

VLAN 168 - Deployment

backups of undercloud + 
disaster recovery

private IPs reachable through 
VPN or through 
ibisco-endpoint 



Ibisco Cloud Naples -Infrastructure at a glance

2240 CPUs 14 TB RAM 40 TB 
P-Storage

15.2 TB 
V-Storage

libvirt resource virtualization
openvSwitch network virtualization Neutron Agents

Nova Agents

Collectd

● 2 - 8 CPUs
● 4 - 16 GBs RAM
● 50 GBs Storage
● 1 - 2 Network Cards



PAAS
Platform as a Service

IAAS
Infrastructure as a 

Service

IBISCO 
Cloud 
Naples



The INFN Federated Cloud - PAAS Layer 

Recas Bari

Cloud Veneto

Cloud Ibisco Napoli

Bari CNAF

Loosely Federated Clouds Tightly Federated Clouds

TOSCA template is submitted through 
Graphical Interface / REST API

User is authenticated through IAM and a list 
of authorized CLOUD is made available 

Manual: the user 
chooses the CLOUD 
on which the service is 
built and delivered 

Automatic: the first 
available CLOUD 
matching the request is 
used to deliver the 
service 

Users are 
organized in IAM 
Groups 
and mapped to 
Openstack groups. 
Each group has 
assigned a quota of 
resources. 

Cloud Catania

Cloud CNAF T1



INFN Cloud Dashboard



The IBISCO Cloud Napoli - IAAS Layer



The INFN Federated Cloud - Loosely Federated Rules

1. Must have public (general internet) IP 
address

2. Open management ports to CNAF and 
BARI

3. Open application ports (80, 443, 22 
etc)

1. Allow users to connect to VMs through 
VPNs

2. Open management ports to CNAF and 
BARI

Public Projects Private Projects 

1. Enable Monitoring with Rally on all Compute Nodes
2. API endpoints reachable by CNAF and BARI
3. Connect to IAM Endpoints and enable authentication
4. Accept rules and policies 



Computing as a Service

PAAS

IAAS

Flavour
CPUs

RAM

OS Image

Volatile Storage Floating IP

Persistent Storage

Shared Filesystem

IAAS Only 



Storage as a Service

Storage

Volatile Persistent 
Shared

Cinder 
Virtualization

● Volatile: does NOT survive the VM destruction. 
Can't be shared between users or machines. 

● Persistent: does survive the VM destruction. 
Can be shared among machines belonging to 
the same project

dCache: 
Topology: 1 head; 4 disk 
nodes; 2 SSD cache systems
Volume: 1 PByte raw totale 
Protocolos: “grid” (Webdav, 
xroot, gsiftp) and pNFS share.

Posix compliant, will be 
replaced by Ceph

Not Posix 
compliant



DNS as a Service

Project A

Project B

A.cloud.na.infn.it

B.cloud.na.infn.it

cloud.na.infn.it

na.infn.it

DHCP



User and Data Security as a Service

Tenant A Tenant B

VLAN A VLAN B

GROUP A GROUP B
● Authentication and 

Authorization based on 
IAM groups

● Tenants are isolated, each 
tenant has its own VLAN

● Private VLAN only 
reachable through user 
VPN 



IBISCO Cloud Deployment 
through Foreman Puppet



Cloud Deployment through Puppet / Foreman

Proxmox: Proxmox Virtual Environment (Proxmox 
VE) is a free, open-source virtualization platform 
based on the Debian Linux distribution. It allows you 
to easily manage virtual machines (VMs), 
containers, and storage within a user-friendly web 
interface.

● Free and Open-Source
● Supports multiple operating systems
● Allows for the creation of templates

Openstack Core Service Template: AlmaLinux 9.3, 
between 4 and 32 GBs of RAM, 4 to 9 Virtual Cores 
and 50 GBs of SSD storage. 

Provisioning

IPMI

Enrollment

OpenStack Core Service Host



24 x Computational Nodes

Openstack Virtualization Layer

Proxmox 
Virtualization

Layer

2 x Persistent Storage

dCache Endpoint

The IBISCO Cloud Naples Infrastructure



IBISCO Cloud Napoli - Puppet Profiles 

Controller

Identity

Network

Rabbit

Database

Logging

Dashboard

Storage

Compute 1 - 20

Common

environment

FIXED CUSTOMIZABLE

PRODUCTION

DEVELOPMENT

CUSTOM

BALTIG Repo

https://baltig.infn.it/cloud-na/ibiscocloud-openstack-puppet-confs/


Thank you for 
the Attention

 


