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Reconstruction in ATLAS and the Athena software 
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(clickable link)

5.2 million lines of code, 
+ 1.2 million lines of comments

Reconstruction

https://arxiv.org/abs/2404.06335


Reconstruction in ATLAS — the Athena software 
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(…)

many of these aspects are discussed in the talk  
tomorrow by Francesco Di Bello (clickable link)

https://agenda.infn.it/event/43958/contributions/273892/


ML model inference in C++  — and in Athena
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Slides taken from: 

Antonio Giannini, « ONNX-based inference in ATLAS », ILC software meeting, 15 May 2024 (clickable link)

including in Athena, for running on CPU farms

https://agenda.linearcollider.org/event/10344/#2-use-of-onnx-in-athena-atlas


Higgs boson
One event seen in the ATLAS detector Counting events in different intervals  

of reconstructed H -> 4l mass (m4l)
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Higgs boson: its role in the early Universe

Figure:

Kateryna Radchenko

Cluster of Excellence "Quantum Universe"

Universität Hamburg

Higgs boson 

     = excitation in quantum field ϕ
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Need much 

more data to

study the 

shape of Vef


(because information is

given by rare events)
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Taking data at the LHC is like drinking water out of a firehose

Rheinfall (Rhine Falls):

750 m3/second

(big) firehose:

19 liters/second

Data from detector 
40 million events / second

60 TB / second

Data recorded to disk

1000 events /second

1.5 GB / second
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Taking data at the LHC is like drinking water out of a firehose

Rheinfall (Rhine Falls):

750 m3/second

(big) firehose:

19 liters/second

What we publish:

a few drops

Data from detector 
40 million events / second

60 TB / second

Data recorded to disk

1000 events /second

1.5 GB / second

~1000 events

from 

4 year dataset
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Taking data at the LHC is like drinking water out of a firehose

Rheinfall (Rhine Falls):

750 m3/second

(big) firehose:

19 liters/second

What we publish:

a few drops

Data from detector 
40 million events / second

60 TB / second

Data recorded to disk

1000 events /second

1.5 GB / second

~1000 events

from 

4 year dataset

AI is frequently used at this level.

We are working on deploying 

it at this level and earlier.
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Worldwide LHC computing grid (WLCG)
Centre de Calcul

de l’IN2P3 

(Lyon, FR)

WLCG total: 1.4 million CPU cores and 1.5 exabytes of storage
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“10 years to prepare ourselves” for HL-LHC  (statement from 2017)
• Community white paper (2017) 
• Algorithms, infrastructure, data access… 

Great overview of ongoing changes in computing industry, 
current practices in HEP and required R&D activities 
in key domains: 
    - Physics generators 
    - Detector simulation 
    - Software trigger & event reconstruction 
    - Data analysis 
    - Machine learning 
    - Data management, … 
    - Facilities, distributed computing 
    - ….

(link)

(link)

2020 update of the  
European strategy for particle physics
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https://link.springer.com/article/10.1007/s41781-018-0018-8
https://link.springer.com/article/10.1007/s41781-018-0018-8
https://link.springer.com/article/10.1007/s41781-018-0018-8
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf


“10 years to prepare ourselves” for HL-LHC  (statement from 2017)
• Community white paper (2017) 
• Algorithms, infrastructure, data access… 

Great overview of ongoing changes in computing industry, 
current practices in HEP and required R&D activities 
in key domains: 
    - Physics generators 
    - Detector simulation 
    - Software trigger & event reconstruction 
    - Data analysis 
    - Machine learning 
    - Data management, … 
    - Facilities, distributed computing 
    - ….

(link)

(link)

2020 update of the  
European strategy for particle physics

This talk

”Replace the most computationally expensive parts of

pattern recognition algorithms … ML algorithms could

improve the physics performance or execution speed of

charged track and vertex reconstruction, one of the most

CPU intensive elements of our current software.”
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https://link.springer.com/article/10.1007/s41781-018-0018-8
https://link.springer.com/article/10.1007/s41781-018-0018-8
https://link.springer.com/article/10.1007/s41781-018-0018-8
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf


Beams in the LHC : bunches of protons

40 million bunch crossings per second

Cannot have more bunches

Put way more protons into each bunch

HL-LHCLHC
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Machine Learning for track pattern recognition ?

622 * 415 pixels 

a large fraction carries information  
about the person

ATLAS tracker for HL-LHC: 
5 * 109 readout channels  
~3 * 105 3D space-points per event 

 => data are sparse

Can’t use the same tools 

How to present tracking 
data to a neural network ?
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Representing tracking data using graphs

One node of the graph = one hit in the detector 

Connect two nodes using an edge  
if “it seems possible” that the two hits  
are two (consecutive) hits on a track

High classification 
score  
=> high probability  
that the edge is part of 
a track 

Low classification 
score  
=> low probability  
that the edge is part of 
a track

Charged particles leave hits in the 
detector

Represent the data using a 
graph

Goal: 
classify the edges of the graph 

F. Siklér, “Combination of various data analysis techniques for efficient  
track reconstruction in very high multiplicity events”,  
Connecting the Dots conference 2017 (link) 

S. Farrell et al., “Novel deep learning methods for track reconstruction”, 
proceedings of Connecting the Dots conference 2018 (link)

More general review article:

“GNNs at the LHC” (link)
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https://indico.cern.ch/event/577003/contributions/2415235/attachments/1424172/2183976/sikler_denseTracking_ctdwit17.pdf
https://arxiv.org/abs/1810.06111
https://doi.org/10.1038/s42254-023-00569-0


Track pattern recognition using GNNs

Track Candidates

with track parameters 

4
2 fit


accounting 

for effect of 

multiple 

scattering
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Graph
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Track pattern recognition using GNNs

Track Candidates

with track parameters 

4
2 fit


accounting 

for effect of 

multiple 

scattering

χ

Graph

Construction

Edge

Classification

Graph

Segmentation

Parameter

Estimation (pT, θ, ϕ, d0, z0)

F. Siklér, talk at Connecting the Dots 2017


C. Biscarat, S. Caillou, C. Rougier, J. Stark and J. Zahreddine, EPJ Web of Conferences 251, 03047 (2021)


X. Ju et al., Eur. Phys. J. C 81, 876 (2021)
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https://indico.cern.ch/event/577003/contributions/2415235/attachments/1424172/2183976/sikler_denseTracking_ctdwit17.pdf
https://doi.org/10.1051/epjconf/202125103047
https://doi.org/10.1140/epjc/s10052-021-09675-8


ML versus classical algorithms
IBM Press release, January 8, 1954 

New York, January 7..... Russian was translated 

into English by an electronic “brain” today 

for the first time.

[…]

A girl who didn’t understand a word of the language 

of the Soviets punched out the Russian messages 

on IBM cards. The “brain” dashed off its English 

translations on an automatic printer at  the breakneck 

speed of two and a half lines per second.


However, the triumphant headlines hid one little detail. No one mentioned … (link)

Automatic translation of text Reconstruction of charged particle tracks

ATLAS input to 2025 update of European strategy 

for particle physics: ATL-SOFT-PUB-2025-002


“Now, machine learning is being developed for lower-level tasks […]


These developments have a very high threshold to adoption: they 
must improve upon the well-understood and extremely precise 
methods that have been used in ATLAS searches and measurements 
to date, not introduce any features […]”

Today: ML achieves

what classical 

algorithms do not

ATLAS IDTR-2023-06
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https://www.freecodecamp.org/news/a-history-of-machine-translation-from-the-cold-war-to-deep-learning-f1d335ce8b5/
https://cds.cern.ch/record/2928841
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2023-06/


Towards deployment
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Towards deployment
What is the GNN  
inference time  
per event ?

libTorch version X.Y


0.5 seconds
libTorch version A.B


0.15 seconds

TensorRT


0.25 seconds

In contrast: 

have well-understood 

benchmarks for our 

CPU-based workloads
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Towards deployment

Use standard tools whenever we can.


Develop our own 

when we have to.

https://gitlab.cern.ch/gnn4itkteam/ModuleMapGraph
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https://gitlab.cern.ch/gnn4itkteam/ModuleMapGraph


Conclusions/observations

 
Reviewed progress in one of the ML-based charged particle tracking algorithms from its start in 2017 until now. 

Now moving to deployment and production.


Must not forget: we are drinking data out of a firehose ! Implementation must run fast.


Fast inference is also important for industry and other other fields.

Benefit a lot from fast inference engines from industry and academia that do the heavy lifting for us.

      - would be nice to have standard benchmarks (that test both hardware and inference software),

         à la HS06 or HS23

      - ideally these also need to run affordably on CPUs


Need very little domain-specific, dedicated GPU code, but it needs to be efficient.

      - E.g. for “data preparation”: graph creation for use with GNNs. Presented MMG package.

      - Train more people that can design these codes ?


Do not hesitate to get in touch with us; eager to hear experience/needs from others.
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2023-06/


Backup material
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LHC and HL-LHC schedule
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Projected computing needs
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“10 years to prepare ourselves” for HL-LHC  (statement from 2017)
• Community white paper (2017) 
• Algorithms, infrastructure, data access… 

• Specific actions: 
•HEP Software Foundation (HSF) 
• Software Institute for Data-Intensive Sciences (SIDIS) 
• Creation of the Journal  “Computing and software for big 

Science” (Springer) 
• IRIS-HEP (NSF project, US) 
• International project “Data Organization, Management and 

Access” (DOMA) 

• The 2020 update of the EU strategy for particle physics

(link)

(link)
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https://link.springer.com/article/10.1007/s41781-018-0018-8
https://link.springer.com/article/10.1007/s41781-018-0018-8
https://link.springer.com/article/10.1007/s41781-018-0018-8
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf


Machine Learning for track pattern recognition ?

622 * 415 pixels 

a large fraction carries information  
about the person

ATLAS tracker for HL-LHC: 
5 * 109 readout channels  
~3 * 105 3D space-points per event 

 => data are sparse

Challenge on Kaggle platform (in 2018): (link) 

Article in proceedings of CHEP 2018: (link)

Can’t use the same tools 

How to present tracking 
data to a neural network ?
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https://www.kaggle.com/c/trackml-particle-identification
https://doi.org/10.1051/epjconf/201921406037


ACORN tracking software
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