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Electroweak penguin (EWP) decays

flavour-changing neutral currents (FCNC) decays are forbidden at tree level (in SM)
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decays are loop suppressed ! rare decays with BF in SM of about 10
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contributions from new physic (NP) models can enter these quark loops

Leptoquarks[PRD99(2019)055025], Z
0
[Eur.Phys.J.C75(2015)382] and others

tensions to the SM predictions have been observed ! flavour anomalies
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Electroweak FCNC in b → s
๏Electroweak  transitions

• Suppressed by loop and  
→ decay rates of order  or less

• Tiny BSM contributions can enter at the 
same order as SM amplitude

• Sensitive up to few(several) TeV  
depending on BSM flavour structure 
 

๏Excellent experimental probe
•   perturbative calculations
• B is narrow and long-lived ( )
• No neutrinos involved!
• Several complementary observables
• Several complementary decay channels

b → s
VCKM

10−6

mb ≫ ΛQCD ⇒
τB ≃ 1.5 ps

2

Branching ratios, 
angular analyses,  
SM symmetry tests
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ℓ+

ℓ−

b → sγ, b → sℓ+ℓ−, Bs → ℓ+ℓ−
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Effective theory interpretation

3

EFT below EW scale: 

ℋeff =
1

(34 TeV)2 ∑
i

CiOi

O(′￼)
7 =

mb

e
(s̄σμνPR(L)b)Fμν

O(′￼)
9 = (s̄γμPL(R)b)(ℓ̄γμℓ)

O(′￼)
10 = (s̄γμPL(R)b)(ℓ̄γμγ5ℓ)

O(′￼)
S = (s̄γμPR(L)b)(ℓ̄ℓ)

O(′￼)
P = (s̄γμPR(L)b)(ℓ̄γ5ℓ)

dipole ( )b → sγ

vector

axial-vector

scalar

pseudo-scalar
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ℓ+

ℓ−

zoom out  
to E ≪ mW
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Experimental probes

4

๏ Radiative 

๏ Leptonic 

๏ Semileptonic 

b → sγ

Bs → ℓ+ℓ−

b → sℓ+ℓ−

C(′￼)
7 C(′￼)

9 C(′￼)
10 C(′￼)

S,P

• Wilson coefficients are complex valued

• SM quark current mostly left-handed, but need to 
constrain BSM right-handed Wilson coefficients 

• SM is LFU but one should consider the lepton-
flavour dimension  

C′￼

Ce ≠ Cμ ≠ Cτ

See previous talk by Paula Alvarez Cartelle
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b → sγ

6
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Radiative b → sγ

๏
• 5% precise prediction

• 5% precise from B-factories 
(Very hard at LHCb)

๏  measured with  
•  at B-factories

• Tagged time-dep. analysis 
of  at LHCb

๏ Mixing-induced CPV in 
 at B-factories

๏  induced rate asymmetry 
in  at LHCb

๏ Angular analysis of  
 at LHCb

๏ Transverse asymmetries in 
 at LHCb

ℬ(B → Xsγ) ∝ C2
7 + C′￼7

2

Im(C7) ACP

B → KSπ0γ

Bs → ϕγ

B → KSπ0γ
ΔΓs

Bs → ϕγ

Λb → Λγ

B → Ve+e−

7

Left handed C7 = CSM
7 + CNP

7 Right handed C′￼7 ≃ C′￼7
NP

[1] M. Misiak et al JHEP 06(2020)175
[2] HFLAV average of BaBar and Belle
[3] LHCb PRL 123 (2019) 081802

[4] LHCb PRD 105 (2022) L051104
[5] LHCb JHEP 12 (2020) 081  
      and JHEP 03 (2025) 047

[1]

[2]

[2]

[3]

[2]

[3]

[4]

[5]

-> the most sensitive

https://inspirehep.net/literature/1778760
https://hflav.web.cern.ch/
https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/LHCb-PAPER-2019-015.html
https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/LHCb-PAPER-2021-030.html
https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/LHCb-PAPER-2020-020.html
https://doi.org/10.1007/JHEP03(2025)047
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 in b → sγ B → Ve+e−

✓ Use  to measure 
photon polarisation!

✓ Get nice  final state
๏ Rate lower by 

γ* → e+e−

h−h+e−e+

αe.m.

8
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Figure 3. Distributions of the (top left) K+K−e+e− invariant mass, (top right) cos θL, (bottom left)
cos θK and (bottom right) ϕ̃ of B0

s → φe+e− candidates in the very low q2 range with fit projections
aslo shown.

The obtained values for the four angular observables are

A
(2)
T = −0.045± 0.235± 0.014 ,

AImCP
T = 0.002± 0.247± 0.016 ,

AReCP
T = 0.116± 0.155± 0.006 ,
FL = (0.4± 5.6± 1.2)% ,

where the first uncertainty is statistical and the second systematic. Figure 4 presents
the heatmap of the correlation matrix for the four angular parameters from the fi-
nal fit. Given the full dominance of the statistical uncertainties, it is not signifi-
cantly altered by the systematical ones. As the FL parameter is close to the phys-
ical boundary, the Feldman-Cousins method is applied to determine an upper limit,
FL < 11.5% (13.7%) at the 90% (95%) confidence level (CL). A shift of −0.025 has been
applied to the A(2)

T parameter to correct for the remaining bias observed while fitting the
simulation corrected for the ∆Γs being nonzero. Studies with simulation show that this bias
arises from the nonuniform efficiency in the B0

s decay time.

7 Summary

An angular analysis of the B0
s → φe+e→ decay is performed for the first time, using pp

collision data collected by the LHCb experiment between 2011 and 2018, corresponding

– 10 –

9 fb−1

https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/LHCb-PAPER-2020-020.html
https://doi.org/10.1007/JHEP03(2025)047
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Analysis roadmap

● Selection and characterisation
 Online selection
 Multivariate selection
 Optimisation
 Sample composition
 Mass -t

● Angular $t
 Strategy
 Angular acceptance
 Background modelling
 Validation

● Results Martino Borsato, Fabrice Desse B0 ! K⇤0e+e� angular analysis July 7
th

2020 4 / 20

 in b → sγ B → Ve+e−

๏  described by 3 angles

๏ Photon polarisation measured with 

•  or  modulation would 
signal right-handed contribution

B0 → h+h−e+e−

ϕ
cos 2ϕ sin 2ϕ

9

Photon 
polarisation

LHCb JHEP 12 (2020) 081

No significant modulation observed

https://lhcbproject.web.cern.ch/lhcbproject/Publications/LHCbProjectPublic/LHCb-PAPER-2020-020.html
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Figure 5. Current constraints at the 2σ level (containing 95.4% of the distribution) on the real and
imaginary part of the ratio of the right- to left-handed Wilson coefficients C ′

7 and C7. The constraints
from various measurements are shown in light colours and are, for most of them, the combination of
several results. The constraints from angular analyses of B0 → K∗0e+e− decays from the LHCb and
the Belle experiments are performed in different q2 regions and are shown separately. The constraints
from the measurement presented in this paper are shown in red and the result of the global fit in cyan.
The SM prediction is represented by the black star.
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 in b → sγ B0 → K*e+e−

10

95% CL constraints 

LHCb JHEP 03 (2025) 047

https://doi.org/10.1007/JHEP03(2025)047
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Leptonic Bs → μ+μ−

๏ A golden flavour physics channel
• Very rare  BR (helicity suppression)
• Precise 4% BR prediction (fully leptonic)

Beneke et al. JHEP 10 (2019) 232  
Kozachuk et al., PRD 97 (2018) 053007

๏ Searched since the 80’s and firstly 
observed in 2014 by LHCb+CMS   
(Nature 522 (2015) 68)

๏ Current world average dominated by 
LHCb+CMS

๏ Measurements compatible with SM 
→ strong constraints on  ,  and  
     but cannot disentangle them

10−9

C10 CS CP

12

+ box diagram involving neutrinos

Rare-b decays

Model-independent description: Heff = � 4GFp
2
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NEW!!

B0
s ! ��

⇤b ! ⇤�

In agreement with SM

B(s) ! µ+µ�

B(s) ! ⌧+⌧�

PRL. 118, 191801 (2017)

PRL. 118, 251802 (2017)

Several deviations

B ! K⇤µµ (P 0
5), ...

⇤b ! ⇤µµ (BR, angular)
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with boundaries 0.0, 0.25, 0.4, 0.5, 0.6, 0.7, and 1.0;
candidates having BDT < 0.25 are not included in the fit to
the dimuon mass distribution. The mass distribution of the
B0
ðsÞ → μþμ− candidates with BDT > 0.5 is shown

in Fig. 1.
The BDT distributions of B0

ðsÞ → μþμ− decays are
calibrated using simulated samples which have been
reweighted to improve the agreement with the data. The
pT , η, and χ2IP quantities of simulated B0 and B0

s samples are
corrected [41] using data samples of Bþ → J=ψKþ and
B0
s → J=ψϕ decays, respectively. The event occupancy is

also corrected, separately for each BDT region, by compar-
ing the fraction of Bþ → J=ψKþ candidates in four
intervals of the number of tracks in simulated events and
in data. To align the reconstruction with that of the B0

s →
μþμ− signal, the BDT response for the Bþ → J=ψKþ

candidates is evaluated using the information from the
final state muons and the Bþ candidate, with two excep-
tions: the B vertex-fit χ2 is replaced with that of the J=ψ ,
and the muon isolation variables are computed without
considering the final-state kaon. The effect of the trigger
selection on the BDT distribution is estimated using control
channels in data. The resulting B0 → μþμ− and B0

s → μþμ−

BDT variable distributions are found to be compatible with
that of B0 → Kþπ− decays selected in data when corrected
for the different trigger and particle identification selection
and, in the case of B0

s → μþμ−, the different lifetime.

The mass distributions of the B0
s → μþμ− and B0 →

μþμ− signals are described by two-sided Crystal Ball
functions [42] with core Gaussian parameters calibrated
from the mass distributions of B0

s → KþK− and B0 →
Kþπ− data samples, respectively. A mass resolution of
about 22 MeV=c2 is determined by interpolating the
measured resolutions of charmonium and bottomonium
resonances decaying into two muons. The radiative tails are
obtained from simulation [43]. Small differences in the
resolution and tail parameters of the mass shape for the
different BDT regions are taken into account. The mass
distribution of the B0

s → μþμ−γ decays is described with a
threshold function modeled on simulated events that were
generated using the theoretical predictions of Refs. [14,15],
convoluted with the experimental resolution.
The signal branching fractions are determined using the

relation

BðB0
ðsÞ → μþμ−Þ ¼ Bnormϵnormfnorm

NnormϵsigfdðsÞ
NB0

ðsÞ→μþμ−

≡ αnormB0
ðsÞ→μþμ−NB0

ðsÞ→μþμ− ;

where NB0
ðsÞ→μþμ− is the signal yield determined in the mass

fit, Nnorm is the number of selected normalization decays
(Bþ → J=ψKþ or B0 → Kþπ−), Bnorm the corresponding
branching fraction [44], and ϵsig (ϵnorm) is the total
efficiency for the signal (normalization) channel. For each
signal mode, the two single event sensitivities, αnormB0

ðsÞ→μþμ− ,

are then averaged in a combined αB0
ðsÞ→μþμ− taking the

correlations into account. The fraction fdðsÞ indicates
the probability for a b quark to fragment into a B0

ðsÞ meson.
The value of fs=fd has been measured by LHCb to be
0.254% 0.008 in pp collision data at

ffiffiffi
s

p
¼ 13 TeV, while

the average value in Run 1 is lower by a factor of 1.064%
0.007 [45]. The fragmentation probabilities for the B0 and
Bþ are assumed to be equal, hence fnorm ¼ fd for both
normalization modes.
The acceptance, reconstruction, and selection efficiencies

are computed with samples of simulated events generated
with the decay-time distribution predicted by the SM. The
tracking and particle identification efficiencies are deter-
mined using control channels in data [46,47]. The trigger
efficiencies are evaluated with control channels in data [48].
The yields of selected Bþ → J=ψKþ and B0 → Kþπ−

decays are ð4733% 3Þ × 103 and ð94% 1Þ × 103, res-
pectively. The normalization factors measured with the
two channels are consistent and their weighted averages,
taking correlations into account, are αB0

s→μþμ− ¼ ð3.51%
0.13Þ × 10−11, αB0→μþμ− ¼ ð9.20% 0.17Þ × 10−12, and
αB0

s→μþμ−γ ¼ ð4.57% 0.17Þ × 10−11. Assuming SM predic-
tions for the branching fractions, the analyzed data sample
is expected to contain an average of 104% 6 B0

s → μþμ−,
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FIG. 1. Mass distribution of the selected B0
ðsÞ → μþμ− candi-

dates (black dots) with BDT > 0.5. The result of the fit is overlaid
and the different components are detailed: B0

s → μþμ− (red solid
line), B0 → μþμ− (green solid line), B0

s → μþμ−γ (violet solid
line), combinatorial background (blue dashed line), B0

ðsÞ → hþh0−

(magenta dashed line), B0 → π−μþνμ, B0
s → K−μþνμ, Bþ

c →
J=ψμþνμ, and Λ0

b → pμ−ν̄μ (orange dashed line), and B0ðþÞ →
π0ðþÞμþμ− (cyan dashed line). The solid bands around the signal
shapes represent the variation of the branching fractions by their
total uncertainty.
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Other leptonic decays 
๏ Search for 
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๏ Search for 
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• Constrains (pseudo)scalars  and 
• Could help disentangle  from  

in the measurement from  
(assuming lepton universality holds)
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Figure 7: Di!erential branching fraction of the B0
s → µ+µ→ω decay in intervals of q2. The black

arrows represent the limits set in this paper at 95% CL. The limit set in the high-q2 region with
the indirect method from the B0

s → µ+µ→ measurement at 95% CL is represented in red [18].
SM predictions using di!erent form factor calculations are represented in (blue) Ref. [9], (violet)
Ref. [10], (yellow) Ref. [11], (green) Ref. [12], (orange) Ref. [14, 15], and (pink) Ref. [13].

branching fractions are set at

B(B0

s → µ+µ→ω) < 4.2↑ 10→8, m(µ+µ→) ↓ [2mµ, 1.70]GeV/c2,

B(B0

s → µ+µ→ω) < 7.7↑ 10→8, m(µ+µ→) ↓ [1.70, 2.88]GeV/c2,

B(B0

s → µ+µ→ω) < 4.2↑ 10→8, m(µ+µ→) ↓ [3.92, mB0
s
] GeV/c2,

and

B(B0

s → µ+µ→ω) < 2.8↑ 10→8

for the combined dimuon mass regions, at 95% CL. Additionally, an upper limits are set
at B(B0

s → µ+µ→ω) < 3.4↑ 10→8 in the [2mµ, 1.70]GeV/c2 dimuon mass region excluding
the contribution from the intermediate ε meson. These are the first limits set on the
B0

s → µ+µ→ω decay with full final state reconstruction and the first limit at dimuon masses
below 4.9GeV/c2.

Acknowledgements

We express our gratitude to our colleagues in the CERN accelerator departments for
the excellent performance of the LHC. We thank the technical and administrative sta!
at the LHCb institutes. We acknowledge support from CERN and from the national
agencies: CAPES, CNPq, FAPERJ and FINEP (Brazil); MOST and NSFC (China);

15

LHCb JHEP07(2024)101

and normalization mode arising from the trigger selection.
The dominant sources of systematic uncertainties on the
background composition are due to the imprecise knowl-
edge of the branching fractions of the background compo-
nents. The largest uncertainty of this type on the expected
background yield in the B-mass region is 14%, determined
from refitting the mass sidebands while varying the
background components according to their uncertainties.
Taking all correlations into account, overall single event
sensitivities of ½4.71" 0.12ðstatÞ " 0.33ðsystÞ% × 10−10 for
B0
s→eþe− and ½1.271"0.034ðstatÞ"0.063ðsystÞ%×10−10

for B0 → eþe− are obtained.
The dielectron invariant-mass spectrum, summed over

bremsstrahlung categories, is shown in Fig. 1, with the result
of theB0

s → eþe− fit. The individual categories are shown in
the Supplemental Material [38], as well as the distributions
with the result of theB0 → eþe− fit. Themeasured branching
fractions are BðB0

s → eþe−Þ ¼ ð2.4" 4.4Þ × 10−9 and
BðB0 → eþe−Þ ¼ ð0.30" 1.29Þ × 10−9, where the uncer-
tainties include both statistical and systematic components.
The results are in agreement with the background-only
hypothesis.

Upper limits on the branching fractions are set using the
CLs method [41], as implemented in the GAMMACOMBO

framework [42,43] with a one-sided profile likelihood ratio
[44] as test statistic. The likelihoods are computed from fits
to the invariant-mass distributions. In the fits, the normali-
zation factor, normalization mode branching fraction, frag-
mentation fraction ratio, and background yields are
Gaussian constrained to their expected values within stat-
istical and systematic uncertainties. Pseudoexperiments, in
which the nuisance parameters are set to their fitted values
from data, are used for the evaluation of the test statistic.
The expected and observed CLs distribu-

tions are shown in Fig. 2. The upper observed
limits are BðB0

s → eþe−Þ < 9.4ð11.2Þ × 10−9 and
BðB0 → eþe−Þ < 2.5ð3.0Þ × 10−9 at 90(95)% confi-
dence level. These are consistent with the expected
upper limits of BðB0

s → eþe−Þ < 7.0ð8.6Þ × 10−9 and
BðB0 → eþe−Þ < 2.0ð2.5Þ × 10−9 at 90(95)% confidence
level, obtained as the median of limits determined on
background-only pseudoexperiments.
In conclusion, a search for the rare decays B0

ðsÞ → eþe−

is performed using data from proton-proton collisions
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Run 2 due to different performances of the particle identification algorithms and BDT selections.
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No peak here!
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 at 90% CLBR (B0
s → e+e−) < 9.4 × 10−9
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4

meson candidates, where the charge of the kaon or pion
defines the charge or flavor of the B meson. The par-
ticle selection criteria lead to combinatorial background
that is suppressed by applying requirements on the beam-
energy constrained mass, Mbc =

p
E2

beam/c
4 � |~pB |2/c2,

and the energy di↵erence, �E = EB �Ebeam, where EB

and ~pB are the energy and momentum, respectively, of
the reconstructed candidate in the ⌥(4S) rest frame and
Ebeam is the beam energy in the center-of-mass frame.
Correctly reconstructed candidates are centered at the
nominal B mass in Mbc and at zero in �E. Candi-
dates that satisfy 5.22 GeV/c2 < Mbc < 5.30 GeV/c2

and �0.10 (�0.05) GeV < �E < 0.05 GeV for the
electron (muon) modes are retained. Large irreducible
background contributions arise from charmonium decays
B ! J/ K⇤ and B !  (2S)K⇤, in which the cc̄
state decays into two leptons. These decays are ve-
toed with the requirements �0.25 (�0.15) GeV/c2 <
M``�mJ/ < 0.08 GeV/c2 and �0.20 (�0.10) GeV/c2 <
M`` � m (2S) < 0.08 GeV/c2 for the electron (muon)
modes. In the electron case, the veto is applied twice:
with and without the bremsstrahlung-recovery treat-
ment. Di-electron background from photon conversions
(� ! e+e�) and ⇡0 Dalitz decays (⇡0 ! e+e��) is re-
jected by requiring Mee > 0.14 GeV/c2.

To maximize signal e�ciency and purity, neural net-
works are utilized sequentially from the bottom to the
top of the decay chain, transferring the output probabil-
ity from each step to the subsequent step so that the most
e↵ective selection requirements are applied in the last
stage based on all information combined. For all particle
hypotheses, a neural network is trained to separate signal
from background and an output value, oNB, is calculated
for each candidate. The classifiers for e±, µ±,K±, K0

S ,
⇡0, and ⇡± are taken from the neural-network-based full
event reconstruction described in Ref. [16]. For K⇤ se-
lection, a classifier is trained on MC samples using kine-
matic variables and vertex fit information. The final clas-
sification is performed with a requirement on oNB for each
B decay channel using event-shape variables (i.e., mod-
ified Fox-Wolfram moments [17]), vertex fit information,
and kinematic variables as input for the classifier. The
most important variables for the neural networks are�E,
the reconstructed mass of the K⇤, the product of the net-
work outputs of all secondary particles, and the distance
between the two leptons along the beam direction �z``.
If multiple candidates are found in an event (less than
2% of the time), the most probable candidate is chosen
based on oNB. The selection requirements for the neural
networks are optimized by maximizing the figure of merit
ns/

p
ns + nb separately for the electron and muon chan-

nels, where ns and nb are the expected numbers of signal
and background candidates, respectively, calculated from
MC.

Signal and background yields are extracted by an un-
binned extended maximum likelihood fit to the Mbc dis-
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FIG. 1. Distribution of the beam-energy constrained mass

for selected B ! K⇤e+e� (left) and B ! K⇤µ+µ�
(right).

Combinatorial background (shaded blue), signal (red filled)

and total (solid) fit functions are superimposed on the data

points

tribution of B ! K⇤`+`� candidates, presented in Fig. 1,
where the signal is parametrized by a Crystal Ball func-
tion [18] and the background is described by an ARGUS
function [19]. The signal shape parameters are deter-
mined from a fit to B ! J/ K⇤ data in the correspond-
ing q2 veto region while the background shape parame-
ters are allowed to float in the fit. In total 127± 15 and
185 ± 17 signal candidates are obtained for the electron
and muon channels, respectively.
The analysis is performed in four independent bins of

q2, as detailed in Table I, with an additional bin in the
range 1.0 GeV2/c2 < q2 < 6.0 GeV2/c2, which is favored
for theoretical predictions [6]. To make maximum use
of the limited statistics, a data-transformation technique
[20, 21] is applied, simplifying the di↵erential decay rate
without losing experimental sensitivity. The transforma-
tion is applied to specific regions in the three-dimensional
angular space, exploiting the symmetries of the cosine
and sine functions to cancel terms in Eq. 1. With the
following transformations to the dataset, the data are
sensitive to the observable of interest:

P 0
4, S4 :

8
><

>:

�! �� for � < 0

�! ⇡ � � for ✓` > ⇡/2

✓` ! ⇡ � ✓` for ✓` > ⇡/2,

(3)

P 0
5, S5 :

(
�! �� for � < 0

✓` ! ⇡ � ✓` for ✓` > ⇡/2.
(4)

With this procedure, the remaining observables are the
K⇤ longitudinal polarization, FL, the transverse polar-

ization asymmetry, A(2)
T = 2S3/(1 � FL), and P 0

4 or P 0
5.

Two independent maximum likelihood fits for each bin
of q2 are performed to the angular distributions to ex-
tract the P 0

4,5 observables. The fits are performed using
the data in the signal region of Mbc of all decay channels
and separately for the electron and muon mode. The sig-
nal (background) region is defined as Mbc � 5.27 GeV/c2
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state decays into two leptons. These decays are ve-
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top of the decay chain, transferring the output probabil-
ity from each step to the subsequent step so that the most
e↵ective selection requirements are applied in the last
stage based on all information combined. For all particle
hypotheses, a neural network is trained to separate signal
from background and an output value, oNB, is calculated
for each candidate. The classifiers for e±, µ±,K±, K0

S ,
⇡0, and ⇡± are taken from the neural-network-based full
event reconstruction described in Ref. [16]. For K⇤ se-
lection, a classifier is trained on MC samples using kine-
matic variables and vertex fit information. The final clas-
sification is performed with a requirement on oNB for each
B decay channel using event-shape variables (i.e., mod-
ified Fox-Wolfram moments [17]), vertex fit information,
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most important variables for the neural networks are�E,
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FIG. 1. Distribution of the beam-energy constrained mass

for selected B ! K⇤e+e� (left) and B ! K⇤µ+µ�
(right).
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and total (solid) fit functions are superimposed on the data

points

tribution of B ! K⇤`+`� candidates, presented in Fig. 1,
where the signal is parametrized by a Crystal Ball func-
tion [18] and the background is described by an ARGUS
function [19]. The signal shape parameters are deter-
mined from a fit to B ! J/ K⇤ data in the correspond-
ing q2 veto region while the background shape parame-
ters are allowed to float in the fit. In total 127± 15 and
185 ± 17 signal candidates are obtained for the electron
and muon channels, respectively.
The analysis is performed in four independent bins of

q2, as detailed in Table I, with an additional bin in the
range 1.0 GeV2/c2 < q2 < 6.0 GeV2/c2, which is favored
for theoretical predictions [6]. To make maximum use
of the limited statistics, a data-transformation technique
[20, 21] is applied, simplifying the di↵erential decay rate
without losing experimental sensitivity. The transforma-
tion is applied to specific regions in the three-dimensional
angular space, exploiting the symmetries of the cosine
and sine functions to cancel terms in Eq. 1. With the
following transformations to the dataset, the data are
sensitive to the observable of interest:
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4, S4 :
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(3)

P 0
5, S5 :

(
�! �� for � < 0

✓` ! ⇡ � ✓` for ✓` > ⇡/2.
(4)

With this procedure, the remaining observables are the
K⇤ longitudinal polarization, FL, the transverse polar-

ization asymmetry, A(2)
T = 2S3/(1 � FL), and P 0

4 or P 0
5.

Two independent maximum likelihood fits for each bin
of q2 are performed to the angular distributions to ex-
tract the P 0

4,5 observables. The fits are performed using
the data in the signal region of Mbc of all decay channels
and separately for the electron and muon mode. The sig-
nal (background) region is defined as Mbc � 5.27 GeV/c2
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(see Belle2 talk by Meihong Liu)
B → Kνν̄
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The  datasetB0 → K*μμ

๏ LHCb has performed several angular 
analyses with different levels of model 
dependence
• 4.7/fb Binned CP-averaged observables 

[PRL 125 (2020)1,011802]

• 4.7/fb Ampl.Ana based on z-expansion  
[PRL 132 (2024) 131801]+ [PRD 109 (2024) 052009]

• 8.4/fb Ampl.Ana with dispersion model  
[JHEP 09 (2024) 026]

๏ Anomaly in  not covered by fit models 
allowing for long-distance effects

C9

17

New physics?
Is this all NP?

• Is effect from long-distance charm loop
fully accounted for?

b s

`
`

c c̄

Ceff
9 = CSM

9 + Ccc̄
9 + CNP

9

• Fit long-distance physics in the data?
• Unaccounted for long-distance effects

under debate [arXiv:2507.17824]

[PRD 109 (2024) 052009] [PRL 132 (2024) 131801]
[JHEP 09 (2024) 026]

Fitted long-distance effects do not cover
shift in C9

B0 ! K⇤0
µ
+
µ
� 9 September 2025 8 / 38

Figure 2: The 1 and 2ω confidence level (C.L.) of the {C9, C10} fit to angular B → K→µ+µ↑

observables (without [6, 8] and [6., 8.68] GeV2 bins), using the measurements from LHCb [7] and
CMS [47] separately. The fits lead to PullSM of 2.3 and 1.8ω, respectively.

.

Figure 3: The 1ω and 2ω C.L. regions for the {C9, C10} fit to angular observables in B →
K→µ+µ↑, when a fit to the LHCb measurements [7] with and without CMS data [47] (excluding
the q2 ↑ [6, 8.68] GeV2 bins in both cases) is made, with PullSM of 2.3 and 2.8ω, respectively.

Finally, we test whether the choice of the normalised P
(↓)
i observables instead of the

Si observables makes a di!erence. Figure 5 shows that although the central value shifts,

6

Fit by T.Hurth et al arXiv:2508.09986

Deviation in  Wilson coeff confirmed by CMSC9

Long distance effects from  
under debate in the literature 
[arXiv:2507.17824] and many others

b → scc̄

LHCb: PRL 125 (2020)1,011802 
CMS: PRB 864 (2025) 139406

https://inspirehep.net/literature/2960183
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Figure 34: The data in the bin 1.1 < q2 < 6.0GeV2/c4, summed over B0 and B0 candidates and
projected in the five fit variables. Overlaid is the result of fit configuration (i).
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Angular analysis of B0 ! K ⇤0e+e�
at very low q2
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Analysis roadmap

● Selection and characterisation
 Online selection
 Multivariate selection
 Optimisation
 Sample composition
 Mass -t

● Angular $t
 Strategy
 Angular acceptance
 Background modelling
 Validation

● Results Martino Borsato, Fabrice Desse B0 ! K⇤0e+e� angular analysis July 7
th

2020 4 / 20

μ+

μ−

 mass peak  
to separate  

background

B

cos θK

cos θℓ

 angleϕ

m(Kπ)

5D fit in large  bin 1-6 q2 GeV2

 angular analysisB0 → K*μμ
LHCb-PAPER-2025-041 (in preparation)

๏ New comprehensive analysis measuring 
model-indep angular observables in  bins 

๏ Using full Run 1+2 dataset (8.4/fb)  
→ doubled stat compared to previous analysis

q2 See CERN talks by 
L.Carus and M.Smith

 
explicitely  
included in 
the model 

m(Kπ)

Preliminary
Preliminary

Preliminary Preliminary

Preliminary

d4Γ

dq2 d ⃗Ω dmKπ

1
Γ + Γ̄

∝ ∑
i

Si(q2) fi( ⃗Ω) BW(mKπ)
2

Ang. observables Spherical harmonics

https://indico.cern.ch/event/1571894/#143-lhcb-status-report
https://indico.cern.ch/event/1584446/
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๏  determined 
simultaneously with the 
angular shape

๏ Allows result to be 
independent on the 
angular distribution

๏ Also provides full 
correlation matrix for 
global fits of Wilson coeffs

dBr/dq2
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LHCb-PAPER-2025-041 (in preparation)Branching fraction
BSZ:
[arXiv:1810.08132]
[JHEP 08 (2016) 098]
GRvDV:
[EPJC 82 (2022) 569]
[JHEP 09 (2022) 133]
• dB

dq2 remains consistently below
theory prediction

• Experimental results
dominated by normalisation
BF uncertainty

• Theory uncertainties significant

B0 ! K⇤0
µ
+
µ
� 9 September 2025 25 / 38

Branching fraction
BSZ:
[arXiv:1810.08132]
[JHEP 08 (2016) 098]
GRvDV:
[EPJC 82 (2022) 569]
[JHEP 09 (2022) 133]
• dB

dq2 remains consistently below
theory prediction

• Experimental results
dominated by normalisation
BF uncertainty

• Theory uncertainties significant

B0 ! K⇤0
µ
+
µ
� 9 September 2025 25 / 38

Confirmed undershooting SM

Check CERN seminar 
for all preliminary 

results (plots, tables)

 angular analysisB0 → K*μμ

https://indico.cern.ch/event/1584446/
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LHCb-PAPER-2025-041 (in preparation)
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Figure 16: Results for the angular observables AFB and S3-S9 extracted from fit setup (iv) in
bins of q2. The data are compared to the SM predictions described in the text.
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Figure 16: Results for the angular observables AFB and S3-S9 extracted from fit setup (iv) in
bins of q2. The data are compared to the SM predictions described in the text.
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Here a couple of examples of the fitted angular observables

Branching fraction
BSZ:
[arXiv:1810.08132]
[JHEP 08 (2016) 098]
GRvDV:
[EPJC 82 (2022) 569]
[JHEP 09 (2022) 133]
• dB

dq2 remains consistently below
theory prediction

• Experimental results
dominated by normalisation
BF uncertainty

• Theory uncertainties significant

B0 ! K⇤0
µ
+
µ
� 9 September 2025 25 / 38

๏ Several fit configurations to extract max information with best 
sensitivity (e.g. assuming or not , allowing or not )

๏ Also fitting optimised observables (e.g. ) 

๏ Shown here: fit with “partially massive model”  
(  but ) and no CP assymmetries

mμ = 0 ACP

P′￼5

Ss
1 = 3Ss

2 Sc
2 ≠ − Sc

1

 angular analysisB0 → K*μμ

Check CERN seminar 
for all preliminary 

results (plots, tables)

Preliminary

Preliminary

https://indico.cern.ch/event/1584446/
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LHCb-PAPER-2025-041 (in preparation)

CP-average observables - half-sized q2 bins

• Consistent results with the nominal sized bins
• dB

dq2 , AFB, S7 below predictions, S5 above

B0 ! K⇤0
µ
+
µ
� 9 September 2025 27 / 38

Halved  bins to have better resolution on observables  dependenceq2 q2

Branching fraction
BSZ:
[arXiv:1810.08132]
[JHEP 08 (2016) 098]
GRvDV:
[EPJC 82 (2022) 569]
[JHEP 09 (2022) 133]
• dB

dq2 remains consistently below
theory prediction

• Experimental results
dominated by normalisation
BF uncertainty

• Theory uncertainties significant

B0 ! K⇤0
µ
+
µ
� 9 September 2025 25 / 38

Check CERN seminar 
for all preliminary 

results (plots, tables)

 angular analysisB0 → K*μμ

https://indico.cern.ch/event/1584446/
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LHCb-PAPER-2025-041 (in preparation)

CP-average observables - S-wave

• New determination of FS as a function of q2, 745.9 < m(K+⇡�) < 1095.9 MeV/c2

• First publication of interference observables, split into real and imaginary parts
B0 ! K⇤0

µ
+
µ
� 9 September 2025 31 / 38

Check CERN seminar for all 
preliminary results (plots, tables)

๏ Fitting also S-wave component and S/P 
interference observables for the first time

 angular analysisB0 → K*μμ

https://indico.cern.ch/event/1584446/
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LHCb-PAPER-2025-041 (in preparation)

CP-asymmetry observables

No significant CP-asymmetry

B0 ! K⇤0
µ
+
µ
� 9 September 2025 32 / 38

 angular analysisB0 → K*μμ

Check CERN seminar for all 
preliminary results (plots, tables)

๏ CP asymmetric angular observables measured:  
no significant CP asymmetry observed

https://indico.cern.ch/event/1584446/
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Comparison to previous results

24

Comparison with previous result
Compare new nominal (including extra parameters) with old:

• This is a re-analysis - the 8.4 fb�1 results supersede the previous
• New results consistent with previous LHCb measurement (4.7 fb�1) and with most

recent CMS measurement (140 fb�1)
B0 ! K⇤0

µ
+
µ
� 9 September 2025 33 / 38

LHCb-PAPER-2025-041 (in preparation)

๏ New result consistent with previous LHCb measurement (superseded)

๏ Also consistent and more precise than latest CMS measurement ( )140 fb−1
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Wilson coefficients fits
๏ Can fit  Wilson coefficient  to angular observables and Br

• Precise results depend on fit setup and treatment of non-local 
effects → take it with a grain of salt

• Many predictions available, just two sets compared here

๏ Anomaly wrt SM persists and gets more significant

C9

25

Wilson coefficients
LHCb B0 ! K⇤0µ+µ� only fit for C9 with EOS and flavio
• Precise numbers depend on how the fit is set up

• Treatment of non-local effects ! significant debate in the community
• These are illustrative!

Angular observables and dB
dq2 :

Significance: 4.0� Significance: 4.1�

B0 ! K⇤0
µ
+
µ
� 9 September 2025 34 / 38

[arXiv:1810.08132]
[EPJC 82 (2022) 569]

EOS: EPJC 82 (2022) 569 Flavio: arXiv:1810.08132

LHCb-PAPER-2025-041 (in preparation)

4.0σ from SM (EOS) 4.1σ from SM (Flavio)

SM
SM
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Comparison to unbinned LHCb analyses

• Flavio fit to binned analysis (8.4/fb): 

• Model with z-expansion (4.7/fb): 
• Local/non-local amplitudes (8.4/fb): 

• Differences in  value and significance expected
• Non-local contributions effect very degenerate with  

ΔC9 = − 0.94+0.21
−0.17

ΔC9 = − 0.93+0.53
−0.57

ΔC9 = − 0.71 ± 0.33
ΔC9

ΔC9

26

(i) LHCb-PAPER-2025-041 (in preparation)
(ii) [PRL 132 (2024) 131801]+ [PRD 109 (2024) 052009]
(iii) [JHEP 09 (2024) 026]

(i)

(ii)

(iii)

CSM
9 + ΔC9

Introduction

Electroweak penguin (EWP) decays

flavour-changing neutral currents (FCNC) decays are forbidden at tree level (in SM)

but FCNC are possible via quark loops:

b s

µ+

µ�
⌫

W� W+

t b s

µ+

µ�

t

�, Z0

W�

W
a
lt

D
is
n
e
y

S
t
u
d
io

s
G

m
b
H

decays are loop suppressed ! rare decays with BF in SM of about 10
�6 � 10

�8

contributions from new physic (NP) models can enter these quark loops

Leptoquarks[PRD99(2019)055025], Z
0
[Eur.Phys.J.C75(2015)382] and others

tensions to the SM predictions have been observed ! flavour anomalies

2 / 16 David Gerick (LHCb collaboration) Electroweak Penguin Decays at LHCb (ICHEP 2020)
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ℓ+

ℓ−

New physics?
Is this all NP?

• Is effect from long-distance charm loop
fully accounted for?

b s

`
`

c c̄

Ceff
9 = CSM

9 + Ccc̄
9 + CNP

9

• Fit long-distance physics in the data?
• Unaccounted for long-distance effects

under debate [arXiv:2507.17824]

[PRD 109 (2024) 052009] [PRL 132 (2024) 131801]
[JHEP 09 (2024) 026]

Fitted long-distance effects do not cover
shift in C9

B0 ! K⇤0µ+
µ� 9 September 2025 8 / 38
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ℓ+

ℓ−

c c̄

Ceff
9,λ (q2) = Hλ(q2)+



Electroweak FCNC in b → d

27
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 FCNC decaysb → d

๏ A further  
suppresion of decay rates w.r.t. 
• Starting to explore the  frontier

๏ Leptonic  is almost at reach of 
experimental sensitivity

๏  measured with Run 1 
dataset at 13% stat precision 

๏ Many ongoing  analyses. We 
are about to enter the precision regime 
(time-dep, angular, …) 
→ Stay tuned for upcoming results

|Vtd /Vts |2 = ≃ 0.05
b → s

b → d

Bd → μμ

B+ → π+μμ

b → dℓℓ

28
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Combinatorial

LHCb 3.0 fb−1

N(B+ → π+μμ) = 94 ± 12

measured time-integrated branching fraction. In the fit the
SM value for τμþμ−, 1.620" 0.007 ps [44], is assumed,
corresponding to Aμμ

ΔΓs
¼ 1. The model dependence is

evaluated by repeating the fit under the assumptions Aμμ
ΔΓs

¼
0 and −1, finding an increase of the branching fraction with
respect to the SM hypothesis of 4.7% and 10.9%, respec-
tively. The dependence is approximately linear in the
physically allowed Aμμ

ΔΓs
range. A similar dependence is

present for the B0
s → μþμ−γ decay with a negligible impact

on the branching fraction limit.
The criteria used to select data for the B0

s → μþμ−

lifetime measurement differ slightly from those used in
the branching fraction measurement. As shown in Fig. 1,
the contribution from the misidentified background is
negligible under the peak, and therefore a narrower dimuon
mass range of ½5320; 6000% MeV=c2 is selected, while
particle-identification requirements are relaxed slightly
due to the lower expected contamination from the mis-
identified background in the B0

s → μþμ− signal region,
with a corresponding increase in signal efficiency. Finally,
candidate B0

s → μþμ− decays are required to fall into two
trigger categories: the trigger requirements must be sat-
isfied entirely either by the B0

s → μþμ− candidates them-
selves, or by objects from the pp collision that do not form
part of the B0

s → μþμ− candidate. These more restrictive
trigger requirements are imposed in order to improve the
modeling of the decay-time dependence of the trigger
efficiency in simulation.
In order to determine the B0

s → μþμ− effective lifetime
the data are divided into two BDT regions [0.35, 0.55] and
[0.55, 1.00], with boundaries optimized to achieve the best
precision. Fits are performed to the dimuon mass distri-
bution in each BDT region in order to extract background-
subtracted decay time distributions using the sPlot
technique [59]. The mass fits used in the background
subtraction include B0

s → μþμ− and combinatorial back-
ground components, where the signal is modeled with the
same function as in the branching fraction analysis and the
background with exponential functions, with freely floating
slope parameters in each BDT region. The correlation
between the reconstructed mass and the reconstructed
decay time of the selected candidates is consistent with
zero in both data and simulation, as required by the sPlot
technique.
A simultaneous fit is then performed to the two back-

ground-subtracted decay-time distributions, where each
distribution is modeled by a single exponential multiplied
by an acceptance function that models the decay time
dependence of the reconstruction and selection efficiency.
The acceptance functions are determined in each BDT
region by fitting parametric functions to the efficiency
distributions of simulated B0

s → μþμ− decays that have
been weighted in order to improve the agreement with the
data. The correction for the acceptance is validated by
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FIG. 2. Two-dimensional profile likelihood of the branching
fractions for the decays (top) B0

s → μþμ− and B0 → μþμ−,
(center) B0 → μþμ− and B0

s → μþμ−γ and (bottom) B0
s →

μþμ− and B0
s → μþμ−γ. The B0

s → μþμ−γ branching frac-
tion is limited to the range mμμ > 4.9 GeV=c2. The measured
central values of the branching fractions are indicated with a
blue dot. The profile likelihood contours for 68% C.L., 95% C.L.,
and 99% C.L. regions of the result are shown as blue conto-
urs, while in the top plot the brown contours indicate the pre-
vious measurement [10] and the red cross shows the SM
prediction.

PHYSICAL REVIEW LETTERS 128, 041801 (2022)

041801-5

PRL 128, (2022) 041801
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Measurement of Br(B0 → ρ0γ)

29

๏ At LHCb we are starting to have  events of  decays 

๏ NEW: ~2000 events of  using the Run 1+2 dataset (9/fb) 
 

with the last uncertainty stemming from 

O(103) b → dγ

B0 → ργ
Br(B0 → ργ) = (7.9 ± 0.3 ± 0.2 ± 0.2) × 10−7

Br(B0 → K*γ)

JHEP 10 (2015) 034

https://inspirehep.net/literature/1391325


LHCb Upgrade I

30
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Current LHCb detector

๏ Upgraded to run at luminosity
• Removed hardware trigger: reading 

out full detector in real time (30 MHz)
• Real time analysis allows more 

precise and efficient triggering

๏ Upgrade II aims to collect 300/fb by 
end of HL-LHC, installation by 2036

5 ×

31

https://lbgroups.cern.ch/online/OperationsPlots/index.htm
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 to validate Run3 dataB+ → K+J/ψ
๏ SM candle with no new physics 

expected and large stat

๏ Measured  and  differentially 
across kinematic using data from 2024 
run with pileup µ=5.3

๏ Validated  analyses with Run3

๏ Systematics 5-10 times smaller than stat

AFB FH

b → sμμ

32

1
Γ

dΓ
d cos θℓ

=
3
4 (1 − FH) (1 − cos2 θℓ) +

1
2

FH + AFB cos θℓ

LHCb-PAPER-2025-040, in preparation

Figure 2: Projections of the fits onto m(K+µ+µ→) and cos ωω for (top) MagDown and (bottom)
MagUp data.

decays, the BDT requirement is tightened to 0.9, which corresponds to a signal e!ciency352

of 65%. All observed shifts in AFB and FH are compatible with the baseline result at the353

1ω level or below, except for AFB in the MagUp polarity, which is compatible at 2.25ω.354

The results are also obtained by splitting the data according to the charge of the355

kaon, and are displayed in Fig. 3. The uncertainties shown are purely statistical, and no356

significant pattern or deviation is observed. Similar behaviour is exhibited when data are357

split either according to which quadrant of the muon station the muons entered, or which358

quadrant of the scintillating fibre detectors the kaons entered. Finally, the results were359

also checked when splitting according to whether at least one of the final state tracks has360

a momentum larger than 100GeV/c, as discussed in Sec. 7.361

The data in each polarity configuration was also further divided into ten equally362

populated bins according to the 17 variables previously discussed. The results for some363

example variables are shown in Fig. 4, namely the dimuon opening angle, ε(µ+µ→), the364

J/ϑ transverse momentum and the NPV, for both the MagDown and MagUp datasets. To365

assess whether any trend across these variables could a”ect the final, integrated result,366

two metrics were developed. The first is the linear coe!cient obtained when fitting the367

results across a given variable. The significance of the linear coe!cient from zero is shown368

for all variables in Fig. 5 (top).369

As this is only sensitive to linear trends, a second more generic metric was defined via370

p(O |mi ) =
(O |mi →O |m

int
)

ω(O |mi )
, (2)

10

Figure 3: Measured values of AFB and FH obtained by splitting the dataset according to the kaon
charge, including only statistical uncertainties. The horizontal bands indicate the corresponding
values obtained without the charge split, with both statistical and systematic uncertainties
included.

where O |mi and ω(O |mi ) denote the central value and uncertainty for the angular observable371

O in the i-th bin of polarity configuration m, and O |m
int

is the corresponding central value372

obtained without binning. If there is no dependence of the angular coe!cients on the373

variables in question, and the obtained uncertainties are correct, then the pull defined in374

Eq. 2 should follow a normal distribution with a width of one. The requirement of one375

is overly conservative, as the uncertainty in the numerator includes only the statistical376

component, and the leading systematic uncertainty arising from the limited simulation377

size is also entirely uncorrelated between bins.378

The results are shown in Fig. 5 (bottom). No evidence of under-coverage is observed.379

In other words, given the size of the dataset examined, there do not appear to be e”ects380

that vary as a function of these variables which are significantly larger than the existing381

statistical and leading systematic uncertainty.382

Finally, given that part of the scope of this work is to validate the response of LHCb383

Upgrade I detector in the new, higher-luminosity environment, Fig. 6 shows the number384

of candidates and signal purity as a function of NPV, along with the mass projections for385

the case that NPV = 1, 4, 8 and NPV → 11.386

9 Discussion and conclusion387

This work measured AFB and FH in B+↑ J/εK+ decays using data collected with the388

upgraded LHCb detector during October 2024. The instantaneous luminosity was at389

the design level, making this dataset representative of the conditions expected during390

data-taking in 2025 and 2026. Given the dominance of the J/ε resonance in the q2 region391

considered, this measurement is not expected to be sensitive to new physics e”ects, and392

both AFB and FH should therefore be consistent with zero. This expectation is confirmed393

by the measurements obtained in both the MagDown and MagUp magnet configurations,394

as well as in their average. Statistical and systematic uncertainties contribute in roughly395

equal proportions to the total uncertainty, with the latter playing a more significant role396

for FH than for AFB. This is evident in the breakdown of systematic contributions shown397

in Table 1: while the dominant systematic uncertainty for AFB arises from the limited398

11
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Rare Kaon decays at LHCb

๏ At LHC pp collisions the kaon cross section is
 times larger than that of the -quark

๏ LHCb trigger not designed for kaons, but huge 
improvements with Run2 and Run3

๏ LHCb now at the forefront of rare kaon:
(i)  at 90% CL
(ii)  at 90% CL
(iii) New! Observation of  with 

(iv) Very new!  at 90% CL
(v) Also anomalous decays of  and  to  and 

∼ 2400 b

Br(KS → μμ) < 2.2 × 10−10

Br(KS → μμμμ) < 5.1 × 10−12

Σ+ → pμμ
Br = (1.08 ± 0.17) × 10−8

Br(KS → ππμμ) < 1.4 × 10−9

η η′￼ μμ ππμμ

34

(i) PRL 125 (2020) 231801
(ii) PRD108 (2023) L031102
(iii)PRL 135 (2025) 5, 051801
(iv)LHCb-PAPER-2025-045 in preparation
(v) LHCb-CONF-2025-002

pμ− mass is applied in both samples around the known Λ
mass value [38] (Λ veto) to enforce training against
combinatorial background only. To avoid overtraining,
the k-folding technique [52], with k ¼ 9, is applied. The
BDT output ranges from zero, for background-like candi-
dates, to unity, for signal-like candidates; the corresponding
distributions for signal simulation and data are shown in
Supplemental Material [53]. The data is divided into a
sample with the Λ veto and its complementary sample,
consisting mostly of the Λ background, where the BDT
distribution is seen to be very similar for both background
sources. The same BDT classifier is applied to a sample of
“same-sign” Σþ → p̄μþμþ candidates in data, where a
signal would have to violate lepton-number conservation,
verifying that fake structures in the background are not
created in either the mpμþμ− or mμþμ− distributions.
The final selection is based on the BDToutput, the muon

and proton particle-identification variables [54], and the
width of the Λ veto window. Criteria on these variables are
optimised on a four-dimensional grid to give the largest
significance, defined as NS=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NS þ NB

p
, where NS is the

expected signal andNB the expected background yield. The
NS estimate is based on a preliminary fit to data after tight
selection criteria are applied along with the signal effi-
ciency obtained from simulation. The NB estimate is the
sum of two contributions: one obtained from a fit to the
mpμþμ− sidebands for the combinatorial background; and
another to estimate the residualΛ background based on a fit
to the mpπ− distribution without the Λ veto (#10 MeV=c2

around the known Λ mass [38]). The optimised require-
ments on the BDToutput, particle identification and Λ veto
are applied equally to the TIS and TOS samples.
The mpμþμ− distribution for candidates satisfying the

final selection criteria is shown in Fig. 1, in which a clear
peak at the Σþ mass is observed with a small residual
background. An extended unbinned maximum-likelihood
fit [55] is performed to the selected candidates. The signal
component is described by a Hypatia function [56], with
the z parameter fixed to zero. The remaining parameters are
obtained from a fit to the simulated sample and fixed in the
fit to data, while the peak position and resolution param-
eters are left free to vary. The background is described by a
modified Argus function [57], where the threshold param-
eter is fixed to the sum of the final-state masses and the
remaining parameters are free to vary. The data and the
result of the fit are shown in Fig. 1; a signal yield of
NΣþ→pμþμ− ¼ 237# 16 is obtained, where the uncertainty
is statistical only. This result constitutes the first observa-
tion of the Σþ → pμþμ− decay, obtained with overwhelm-
ing significance. The fit to data is repeated, releasing all
parameters of the signal function that are fixed from
simulation in the baseline model. The variation of the
signal yield is negligible, hence no systematic uncertainty
is assigned. A similar amount of Σþ and Σ̄− decays are seen
in the sample.

The distribution of the dimuon invariant mass is shown
for data in Fig. 2 after background subtraction. The
background is subtracted using per-event signal weights
derived with the sPlot method [58] using mpμþμ− as the
discriminant variable. The mpμþμ− and mμþμ− variables are
found to be uncorrelated aside from the higher border of the
kinematics space. A consistent distribution is obtained
when performing the unbinned maximum-likelihood fit
described earlier in intervals of the dimuon invariant mass.
No significant peaking structures are visible in the data
distribution. The data is compared to the distribution in
simulation with the PHSP model and with the SMweighted
distribution, with theoretical uncertainty due to the men-
tioned parametric ambiguity shown as a red band in Fig. 2.
When comparing the data to this SM simulation, rather
good agreement is achieved in the full range, with a
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FIG. 1. Distribution of the invariant mass of Σþ → pμþμ−

candidates in a restricted mass range with the result of the
extended unbinned maximum-likelihood fit also shown (blue
solid line). The signal (red dashed line) and background (green
dotted line) components are also illustrated. The full range is
shown in Supplemental Material [53].
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ant mass for Σþ → pμþμ− candidates in data compared with
simulation. LHCb PHSP simulation is shown as is (blue line), and
weighted according to the SM amplitude [2,3] (red band).
Note: the distributions in this figure are not corrected for the
efficiencies.
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Figure 4: Invariant-mass distributions of the observed K0
S → ω+ω→µ+µ→ candidates in the (left)

TIS trigger category, and (right) TOS trigger category. The blue lines represent the simultaneous
fit to both categories, using the functions defined in Eq. 5 to represent the background and the
sum of two CB functions to model the signal component.

6 Results228

The number of K0
S→ ω+ω→ decays in the data-taking period is (8.79 ± 0.11) ↑ 1012.229

The e!ciency ratio is determined to be εK0
S↑ω+ω→/εK0

S↑µ+µ→µ+µ→ = [2.9 ± 0.3] ↑ 103230

([5.4± 0.5]↑ 103) for the TIS (TOS) category. The obtained normalisation factors are231

ϑTIS = (2.27± 0.42)↑ 10→10 and ϑTOS = (4.21± 0.81)↑ 10→10, assuming that the muons232

and pions are uniformly distributed in phase space for K0
S → ω+ω→µ+µ→ decays. The233

normalisation factors are divided by the K0
L/K

0
S e!ciency ratio to obtain the ϑTIS and234

ϑTOS normalisation factors for the K0
L → ω+ω→µ+µ→ decay.235

The invariant-mass distributions of the selected candidate events are shown in Fig. 4.236

The final data is consistent with the background-only hypothesis at the level of 1.9237

standard deviations, showing no evidence for a signal. The upper limits at 90% C.L. are238

set by integrating the exponent of the negative profiled log-likelihood up to 90% of its239

total area. The upper limits are determined to be:240

B(K0
S → ω+ω→µ+µ→) < 1.4↑ 10→9,

B(K0
L → ω+ω→µ+µ→) < 6.6↑ 10→7.

In summary, a search for the K0
S(L) → ω+ω→µ+µ→ decays has been performed using pp241

collision data recorded at LHCb between 2016 and 2018, corresponding to an integrated242

luminosity of 5.4 fb→1. No evidence for signal is found, and an upper limit for each mode243

is reported for the first time.244
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Introduction

Electroweak penguin (EWP) decays

flavour-changing neutral currents (FCNC) decays are forbidden at tree level (in SM)

but FCNC are possible via quark loops:

b s

µ+

µ�
⌫

W� W+

t b s

µ+

µ�
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�, Z0
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W
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H

decays are loop suppressed ! rare decays with BF in SM of about 10
�6 � 10

�8

contributions from new physic (NP) models can enter these quark loops

Leptoquarks[PRD99(2019)055025], Z
0
[Eur.Phys.J.C75(2015)382] and others

tensions to the SM predictions have been observed ! flavour anomalies

2 / 16 David Gerick (LHCb collaboration) Electroweak Penguin Decays at LHCb (ICHEP 2020)

q q′￼

Conclusions

๏ The LHCb experiment marked a new era for rare B decays
• Very large yields allowing more and more sophisticated analyses
• Persistent anomaly in  decays under scrutiny

๏ Preliminary results presented today:
• Comprehensive model-independent analysis of 
• Precise measurement of  branching ratio
• Validation of Run3 data with  analysis
• Search for 

b → sμμ

B → K*μμ
B → ρ0γ

B → KJ/ψ(μμ)
K0

S → ππμμ

35

Thomas Kuhn 

“Discovery commences with  
the awareness of anomaly” 

Carl Sagan

“Extraordinary claims require  
extraordinary evidence”



BACKUP

36



Martino Borsato - Heidelberg U.

WC dependence of Br(Bs → ℓℓ)

37



Martino Borsato - U. Milano-Bicocca

๏ Large number of parameters: 25  if allowing for 
massive leptons and scalar+tensor amplitudes

๏ Several fit configurations to extract max information 
with best sensitivity (e.g. assuming or not massless 
leptons, allowing or not CP asymmetries)

Si

38

d4Γ

dq2 d ⃗Ω dmKπ

1
Γ + Γ̄

= (1 − Γ̂S) 9
64π ∑

i
(Si − Ai) fi( ⃗Ω) ℬ𝒲P (mKπ)

2

+
1

8π ∑
1ac,2ac

(S̃i − Ãi) fi( ⃗Ω) ℬ𝒲S (mKπ)
2

+
1

8π ∑
1bc, S1−S5

ℛe/ℐm [(S̃i − Ãi) fi( ⃗Ω)ℬ𝒲S (mKπ) ℬ𝒲P (mKπ)*]

LHCb-PAPER-2025-041 (in preparation)

Angular observables
 : CP average 

 : CP asymmetries
Si

Ai

 explicitely  
included

m(Kπ)

 angular analysisB0 → K*μμ

Check CERN seminar 
for more details

The B0 ! K⇤0µ+µ� decay
P ! V `+`� - 3 decay angles ~⌦ = [cos ✓`, cos ✓K ,�], q2 = m(`+`�)2, m(K+⇡�)
P = B0, V = K⇤0(892), K⇤0 ! K+⇡�

P-wave
S-wave

B0 ! K⇤0
µ
+
µ
� 9 September 2025 10 / 38

Measured also all S-wave and  
P-/S-wave interference observables

https://indico.cern.ch/event/1584446/
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LHCb-PAPER-2025-041 (in preparation)

CP-average observables

• P 0
6 (S7) consistently below predictions

• • Sensitive to strong phases of the amplitudes
• No single bin has a significant discrepancy

B0 ! K⇤0
µ
+
µ
� 9 September 2025 28 / 38

 is sensitive to strong phasesS7

CP-average observables - massive

• First extraction of Ss
2 and Sc

6 across all q2.
• Sc

6 consistent with 0 in all bins ! no sign of NP tensor or scalar amplitudes

B0 ! K⇤0
µ
+
µ
� 9 September 2025 29 / 38

 is sensitive to NP tensor or scalarSc
6

Check CERN seminar 
for all preliminary 

results (plots, tables)

 angular analysisB0 → K*μμ

https://indico.cern.ch/event/1584446/
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Amplitude analysis of B0 → K*μμ

40
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Figure 10. Distributions of the observable P ′
5 constructed out of the signal parameters from the

baseline fit to data. In (a) the distribution is shown both with and without the nonlocal contributions
included in the amplitudes. In (b) the distribution is shown for the baseline fit to data, and with the
Wilson Coefficients (WCs) set to their SM values. The shaded bands indicate 68% confidence regions
from varying the fit parameters according to the covariance matrix accounting for both statistical and
systematic uncertainties. These are compared against SM predictions obtained from ref. [35].
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(b)

Figure 11. Distributions of the P-wave differential branching fraction dΓ/dq2 constructed out of
the signal parameters from the baseline fit to data. In (a) the distribution is shown both with and
without the nonlocal contributions included in the amplitudes. In (b) the distribution is shown for
the baseline fit to data, and with the Wilson Coefficients (WCs) set to their SM values. The shaded
bands indicate 68% confidence regions from varying the fit parameters according to the covariance
matrix accounting for both statistical and systematic uncertainties. These are compared against SM
predictions obtained from ref. [35]. The shaded bands indicate 1ω confidence regions.

Overall, this set of results is consistent with those reported in recent global analyses
of b → s"+"− decays [24], which favour lepton flavour universal NP contributions to the
Wilson Coefficient C9. Moreover, they are consistent with the findings of other complementary
analyses investigating the effect of the nonlocal contributions in B0→ K∗"+"− decays [6, 49]
which also found them to be of only minor importance.
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Figure 11. Distributions of the P-wave differential branching fraction dΓ/dq2 constructed out of
the signal parameters from the baseline fit to data. In (a) the distribution is shown both with and
without the nonlocal contributions included in the amplitudes. In (b) the distribution is shown for
the baseline fit to data, and with the Wilson Coefficients (WCs) set to their SM values. The shaded
bands indicate 68% confidence regions from varying the fit parameters according to the covariance
matrix accounting for both statistical and systematic uncertainties. These are compared against SM
predictions obtained from ref. [35]. The shaded bands indicate 1ω confidence regions.

Overall, this set of results is consistent with those reported in recent global analyses
of b → s"+"− decays [24], which favour lepton flavour universal NP contributions to the
Wilson Coefficient C9. Moreover, they are consistent with the findings of other complementary
analyses investigating the effect of the nonlocal contributions in B0→ K∗"+"− decays [6, 49]
which also found them to be of only minor importance.
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Figure 7. Two-dimensional confidence regions for selected combinations of the Wilson Coefficients,
obtained using a likelihood profile method. The shaded regions indicate the 1ω and 3ω confidence
regions considering only statistical uncertainties, while the dashed contours indicate the same regions
with systematic uncertainties included. The horizontal and vertical dashed lines show the Standard
Model values.

Wilson Coefficient results
C9 3.56± 0.28± 0.18
C10 →4.02± 0.18± 0.16
C′
9 0.28± 0.41± 0.12

C′
10 →0.09± 0.21± 0.06

C9ω (→1.0± 2.6± 1.0) × 102

Table 4. Results for the Wilson Coefficients. The first uncertainty is statistical, while the second is
systematic.

7 Discussion

The primary observation to be made based on the results of section 6 is that while the nonlocal
model used in this analysis shows that there is some contribution of nonlocal amplitudes
in the q2 regions used by previous binned analyses [5], it still prefers a value of C9 that is
shifted from the SM expectation. Based on a one-dimensional profile likelihood scan, shown in
figure 6, a shift of ∆CNP

9 = →0.71±0.33 is observed that corresponds to a 2.1ω deviation from
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Figure 7. Two-dimensional confidence regions for selected combinations of the Wilson Coefficients,
obtained using a likelihood profile method. The shaded regions indicate the 1ω and 3ω confidence
regions considering only statistical uncertainties, while the dashed contours indicate the same regions
with systematic uncertainties included. The horizontal and vertical dashed lines show the Standard
Model values.

Wilson Coefficient results
C9 3.56± 0.28± 0.18
C10 →4.02± 0.18± 0.16
C′
9 0.28± 0.41± 0.12

C′
10 →0.09± 0.21± 0.06

C9ω (→1.0± 2.6± 1.0) × 102

Table 4. Results for the Wilson Coefficients. The first uncertainty is statistical, while the second is
systematic.

7 Discussion

The primary observation to be made based on the results of section 6 is that while the nonlocal
model used in this analysis shows that there is some contribution of nonlocal amplitudes
in the q2 regions used by previous binned analyses [5], it still prefers a value of C9 that is
shifted from the SM expectation. Based on a one-dimensional profile likelihood scan, shown in
figure 6, a shift of ∆CNP

9 = →0.71±0.33 is observed that corresponds to a 2.1ω deviation from
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Anomalous decays of  and η η′￼
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Miguel Fernández Gómez CKM Workshop, Sept. 16, 2025
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  LHCb detector design
• Huge  at the LHC
→  b-hadrons in LHCb  
acceptance in Run 1+2

• Hardware trigger on object 
with  exceeding 2-3 GeV

• Displaced vertex identification 
in software trigger stage

• Dipole magnet with precise 
tracking detectors 

• Particle ID with calorimeters, 
muon system and Cherenkov 
detectors (RICH)

σ(pp → bb̄X)
1012

pT

σp/p ∼ 0.5 %

Int.J.Mod.Phys. A 30, 1530022 (2015) 
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