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Probes of  Quantum fields

• At not so UV scale the interaction between fields/atoms are typically limited 
by energy scales of probes 

• Interesting predictions need extreme conditions for verifications. 

• Lab based test :  Unruh Effect, non-inertial QFT,  Inertial QFT effects : Hierarchy 
suppressed interaction 

• Modification from the boundary conditions :  Dilution of extreme conditions 

Kinjalk Lochan, IISER Mohali (INDIA)



Atomic and Field probes
• Perturbative approach :  correlators of  field play central role  

[12]. Techniques involving capturing the finite temperature
effects of an accelerating system, such as monitoring
thermal quivering [13], decay of accelerated protons
[14], and radiation emission in Bose-Einstein condensate
[15,16] are also proposed. Other than these, there are
attempts using geometric phases [17], and properly selected
Fock states [18] to enhance the effects of noninertial
motion. Despite these nontrivial attempts, the efforts are
still far from the experimental realization of the Unruh
effect (however, see Ref. [19] for a recent claim).
In this Letter, we focus on the low acceleration properties

of the UDD inside an optimized cavity. To observe the
Unruh effect for small accelerations, it is important to
characterize scenarios where the density of field modes is
increased appreciably, and the correlators of the quantum
field are modified nontrivially, so that the detector responds
in a distinct manner.
The response rate of an UDD moving along a given

trajectory x̃ðτÞ can be written in a more general manner as

_F ðΔEÞ ∝
Z

∞

0
dωk ρðωkÞIðΔE;ωkÞJ ðωk; ηiÞ; ð1Þ

where ρðωkÞ is the density of field modes. The quantity I
depends on the trajectory of the detector through field
correlations, and determines the field modes which stimu-
late the detector. For example, in the case of an inertial
detector IðΔE;ωkÞ is proportional to δðΔEþ ωkÞ, i.e.,
only modes with energy ωk ¼ −ΔE can contribute to the
response rate of the detector, leading to a null response. The
function J depends on the frequency of the field modes ωk,
and the coordinates ηi that are held fixed on the trajectory of
the detector. Therefore, the response rate of the detector can
be enhanced in the following ways. (i) One can increase the
density of field modes ρðωkÞ at small ωk, say, by changing
the boundary conditions, leading to nontrivial changes in
the correlators, an aspect missed in the single mode analysis
that is usually employed [9,17,20–23]. Even for the near
resonant frequency modes, the response rate for a single
mode [23] is suppressed compared with the full-mode
analysis (see Supplemental Material [24]). The analysis in
this Letter justifiably makes use of the complete set of
modes, and not a few modes that are near the resonant
cavity frequency, which gives an additional enhancement
channel even at small accelerations. (ii) One can choose
the trajectory of the detector appropriately. Even for fixed
boundary conditions, different noninertial trajectories asso-
ciate different quantum fluctuations to a given inertial field
vacuum [25], leading to a change in IðΔE;ωkÞ which the
detector is sensitive to. (iii) One can choose mechanisms,
e.g., the stimulated emission, which are extremely sensitive
to both the boundary conditions and the change in field
correlations.
Making use of these, we demonstrate that for a uniformly

accelerated UDD in a long cylindrical cavity, the

acceleration-induced emission rate can be significantly
enhanced, even dominating the inertial spontaneous emis-
sion, for low accelerations.
Uniformly accelerating detector in cavity: Role of

resonance points.—We consider an UDD inside a cylin-
drical cavity of radius R. The length of the cylindrical
cavity is assumed to be much larger than any scale
associated with the detector. The scalar field ϕðxÞ is
assumed to satisfy the Dirichlet boundary condition, i.e.,
ϕ½ρ ¼ R; θ; z& ¼ 0 in the cylindrical polar coordinates. The
Wightman function corresponding to the scalar field inside
the cavity can be expressed as

Wðx; x0Þ ¼ 1

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

Jmðξmnρ=RÞJmðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

×
Z

∞

−∞

dkz
ωk

e−iωkðt−t0−iϵÞeimðθ−θ0Þeikzðz−z
0Þ; ð2Þ

where ξmn denotes the nth zero of the Bessel function
JmðzÞ, and ω2

k ¼ k2z þ ðξmn=RÞ2 (see Supplemental
Material [24]).
For an UDD on a uniformly accelerating trajectory, i.e.,

x̃ðτÞ¼ ½t;ρ;θ;z&¼ ða−1 sinhaτ;ρ0;θ0;a−1coshaτÞ, where ρ0
and θ0 are constants, and a denotes proper acceleration of
the detector,the response rate can be found to be

_F ðΔEÞ ¼ 1

2π

Z
∞

0
dωk

8

a2eπΔE=a
K2iΔE=að2ωk=aÞ

ð2ωk=aÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
IðΔE;ωkÞ

×
X∞

m¼−∞

X∞

n¼1

ðωk=πR2Þ
J2jmjþ1ðξmnÞ

Θðωk − ξmn=RÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
k − ðξmn=RÞ2

q

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ρðωkÞ

× J2mðξmnρ0=RÞ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
J ðρ0=RÞ

; ð3Þ

where KνðzÞ is the modified Bessel function of second
kind, and ΘðxÞ is the Heaviside theta function. One can see
that the density of field modes ρðωkÞ has some special
features. Firstly, as expected it is independent of the
detector parameters—a or ΔE. Secondly, we can see that
ρðωkÞ rises abruptly whenever ω2

k → ðξmn=RÞ2, called
cavity resonance points, implying the existence of field
modes inside the cavity that have very large support in
terms of density of states. How such modes contribute to
the response rate of the detector is controlled by IðΔE;ωkÞ.
In order to study that, we further evaluate the previous
expression to

_F ðΔEÞ ¼ e−πΔE=a

π2R2a

X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

×K2
iΔE=aðξmn=RaÞ: ð4Þ
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Probe Response

time τ0, that is, ρðτ0Þ ¼ ρSðτ0Þ ⊗ ρRðτ0Þ. The reservoir-
averaged rates of variation of a system observable can be
obtained as a perturbative series in g. In the reservoir-
averaged rates of variation so obtained, one can identify
a part whose physical effect is that of an effective
Hamiltonian, which leads to the modification of the
system’s energy spectrum, and a non-Hamiltonian part,
which controls the dissipative dynamics of the system
observables. The effective Hamiltonian gets contributions
from the reservoir fluctuations (rf) and self-reaction (sr) so
that the Hamiltonian part of the system’s evolution is now
described by HSðτÞ þ ðHeffÞrf þ ðHeffÞsr. The resulting
energy shift in an unperturbed energy level of the
system is given by the expectation value of the effective
Hamiltonian in that energy eigenstate. Here we are inter-
ested in the role of acceleration in the modification of the
energy spectrum of a Rindler atom coupled to a quantum
scalar field inside a long cylindrical cavity. Hereafter,
“system” and “reservoir” may be taken to mean an “atom”
and a “field-cavity setup,” respectively.
Let fjaig be the eigenstates ofHS with eigenvalues fεag.

If ρRðτ0Þ is a stationary state of the reservoir, that is, if
½HR; ρRðτ0Þ& ¼ 0, then the reservoir two-point correlation
functions depend only on the time difference u≡ τ − τ0

corresponding to the two points [39,40]. Further, we restrict
ourselves to time scales much larger than the reservoir
correlation time scale τc [39]. Then, the energy shifts δE

ðrfÞ
a

and δEðsrÞ
a produced, respectively, by the reservoir fluctua-

tions and self-reaction are given, to second order in g,
by [39]

ðδEaÞrf ¼ −
g2

2

X

i;j

Z
∞

0
duCðRÞ

ij ðuÞχðS;aÞij ðuÞ ð10aÞ

and

ðδEaÞsr ¼ −
g2

2

X

i;j

Z
∞

0
du χðRÞij ðuÞCðS;aÞ

ij ðuÞ: ð10bÞ

Here,

CðRÞ
ij ðuÞ≡ 1

2
TrRðρRðτ0ÞfRf

iðτ0Þ; Rf
jðτ0 − uÞgÞ; ð11aÞ

χðRÞij ðuÞ≡ iTrRðρRðτ0Þ½Rf
iðτ0Þ; Rf

jðτ0 − uÞ&Þ; ð11bÞ

CðS;aÞ
ij ðuÞ≡ 1

2
hajfSfiðτ0Þ; Sfjðτ0 − uÞgjai; ð11cÞ

and

χðS;aÞij ðuÞ≡ ihaj½Sfiðτ0Þ; Sfjðτ0 − uÞ&jai ð11dÞ

are known as the statistical functions of the reservoir
(superscript R) and the system (superscript S), respectively.

1. Two-level atom

Next, we specialize to a two-level detector. We denote
the excited and ground states of the detector by jei and jgi,
respectively. The free Hamiltonian of the detector is
HS ¼ ω0σz=2, where σz is one of the Pauli matrices.
The detector has a monopole moment μðτÞ, which couples
linearly to the scalar field. That is, the detector-field
interaction Hamiltonian is given by [3,41–43]

HIðτÞ ¼ −gμðτÞΦðx̃ðτÞÞ; ð12Þ

where τ is the proper time of the detector and x̃ðτÞ denotes
the detector’s trajectory in spacetime. This Hamiltonian is a
good model for light-matter interaction when no exchange
of angular momentum is involved [44]. In the interaction
picture, the detector’s monopole moment operator is
given by

μðτÞ ¼ σ−e−iω0τ þ σþeiω0τ; ð13Þ

where σ− ¼ jgihej and σþ ¼ jeihgj. We assume that the
cavity field is in the inertial vacuum state j0i. Therefore, the
field and the detector statistical functions take the form
[refer to Eqs. (11a)–(11d)]

CðRÞðuÞ ¼ 1

2
h0jfΦfðτ0Þ;Φfðτ0 − uÞgj0i; ð14aÞ

χðRÞðuÞ ¼ ih0j½Φfðτ0Þ;Φfðτ0 − uÞ&j0i; ð14bÞ

CðS;bÞðuÞ ¼ 1

2

X

d

jhbjμð0Þjdij2ðeiωbdu þ e−iωbduÞ; ð14cÞ

and

χðS;bÞðuÞ ¼ i
X

d

jhbjμð0Þjdij2ðeiωbdu − e−iωbduÞ: ð14dÞ

In the above expressions, ωbd ≡ ωb − ωd is the frequency
difference between atomic levels jbi and jdi. The energy-
level shift in the two-level detector can be obtained by
substituting Eqs. (14a)–(14d) into Eqs. (10a) and (10b).

III. RADIATIVE SHIFT OF AN ATOM’S
SPECTRUM INSIDE A CYLINDRICAL CAVITY

Now we consider an inertial and a Rindler atom inside
the cylindrical cavity moving along the cavity’s axis. We
assume the cavity to be a perfect cavity, that is, the field
modes satisfy vanishing Dirichlet boundary conditions at
the cavity walls (see Sec. II A).
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a produced, respectively, by the reservoir fluctua-

tions and self-reaction are given, to second order in g,
by [39]

ðδEaÞrf ¼ −
g2

2

X

i;j

Z
∞

0
duCðRÞ

ij ðuÞχðS;aÞij ðuÞ ð10aÞ

and

ðδEaÞsr ¼ −
g2

2

X

i;j

Z
∞

0
du χðRÞij ðuÞCðS;aÞ

ij ðuÞ: ð10bÞ

Here,

CðRÞ
ij ðuÞ≡ 1

2
TrRðρRðτ0ÞfRf

iðτ0Þ; Rf
jðτ0 − uÞgÞ; ð11aÞ

χðRÞij ðuÞ≡ iTrRðρRðτ0Þ½Rf
iðτ0Þ; Rf

jðτ0 − uÞ&Þ; ð11bÞ

CðS;aÞ
ij ðuÞ≡ 1

2
hajfSfiðτ0Þ; Sfjðτ0 − uÞgjai; ð11cÞ

and

χðS;aÞij ðuÞ≡ ihaj½Sfiðτ0Þ; Sfjðτ0 − uÞ&jai ð11dÞ

are known as the statistical functions of the reservoir
(superscript R) and the system (superscript S), respectively.

1. Two-level atom

Next, we specialize to a two-level detector. We denote
the excited and ground states of the detector by jei and jgi,
respectively. The free Hamiltonian of the detector is
HS ¼ ω0σz=2, where σz is one of the Pauli matrices.
The detector has a monopole moment μðτÞ, which couples
linearly to the scalar field. That is, the detector-field
interaction Hamiltonian is given by [3,41–43]

HIðτÞ ¼ −gμðτÞΦðx̃ðτÞÞ; ð12Þ

where τ is the proper time of the detector and x̃ðτÞ denotes
the detector’s trajectory in spacetime. This Hamiltonian is a
good model for light-matter interaction when no exchange
of angular momentum is involved [44]. In the interaction
picture, the detector’s monopole moment operator is
given by

μðτÞ ¼ σ−e−iω0τ þ σþeiω0τ; ð13Þ

where σ− ¼ jgihej and σþ ¼ jeihgj. We assume that the
cavity field is in the inertial vacuum state j0i. Therefore, the
field and the detector statistical functions take the form
[refer to Eqs. (11a)–(11d)]

CðRÞðuÞ ¼ 1

2
h0jfΦfðτ0Þ;Φfðτ0 − uÞgj0i; ð14aÞ

χðRÞðuÞ ¼ ih0j½Φfðτ0Þ;Φfðτ0 − uÞ&j0i; ð14bÞ

CðS;bÞðuÞ ¼ 1

2

X

d

jhbjμð0Þjdij2ðeiωbdu þ e−iωbduÞ; ð14cÞ

and

χðS;bÞðuÞ ¼ i
X

d

jhbjμð0Þjdij2ðeiωbdu − e−iωbduÞ: ð14dÞ

In the above expressions, ωbd ≡ ωb − ωd is the frequency
difference between atomic levels jbi and jdi. The energy-
level shift in the two-level detector can be obtained by
substituting Eqs. (14a)–(14d) into Eqs. (10a) and (10b).

III. RADIATIVE SHIFT OF AN ATOM’S
SPECTRUM INSIDE A CYLINDRICAL CAVITY

Now we consider an inertial and a Rindler atom inside
the cylindrical cavity moving along the cavity’s axis. We
assume the cavity to be a perfect cavity, that is, the field
modes satisfy vanishing Dirichlet boundary conditions at
the cavity walls (see Sec. II A).
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Selective enhancement of quantum decay channels
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One of the primary reasons behind the di�culty in observing the Unruh e↵ect is that for achievable
acceleration scales the finite temperature e↵ects are significant only for the low frequency modes of
the field. Since the density of field modes falls for small frequencies in free space, the field modes
which are relevant for the thermal e↵ects would be less in number to make an observably significant
e↵ect. In this work, we investigate the response of a Unruh-DeWitt detector coupled to a massless
scalar field which is confined in a long cylindrical cavity. The density of field modes inside such
a cavity shows a resonance structure i.e. it rises abruptly for some specific cavity configurations.
We show that an accelerating detector inside the cavity exhibits a non-trivial excitation and de-
excitation rates for small accelerations around such resonance points. If the cavity parameters are
adjusted to lie in a neighborhood of such resonance points, the (small) acceleration-induced emission
rate can be made much larger than the already observable inertial emission rate. We comment on
the possibilities of employing this detector-field-cavity system in the experimental realization of
Unruh e↵ect, and argue that the necessity of extremely high acceleration can be traded o↵ in favor
of precision in cavity manufacturing for realizing non-inertial field theoretic e↵ects in laboratory
settings.

Introduction– Quantum field theory comes up with
many intriguing phenomenon involving fundamental
fields. Di↵erent fields interacting with each other mod-
ify the spectrum of outgoing states compared to the in-
coming state post interaction. These shift in the state
depends upon strength of interaction and permissibility
of processes withtin the domain of interacting quantum
fields.

In the phenomenological setting, the imprints of a pro-
cess is tried to be estimated through its potential e↵ects
on the in-state. However this is a ambitious exercise as
there is always a hierarchy o↵ strength of decay channels.
Usually the most strongly coupled channel dominates the
output state in any scattering or decay process. Thus to
decipher the marginal contributions of a subdominant
decay channel is typically a herculean task. The usual
way of uncovering such characteristics of such processes
is to keep studying this process at higher and higher en-

ergies where the contributions of such secondary chan-
nels becomes somewhat larger. Even in this program,
ultimately what we really study is the deviation o↵ the
observed data from the prediction of the primary decay
channel. Thus, in such studies we end up constraining
the collecctive contribution of all subdominant processes.

In this work, we show that using the judicisous oundary
conditions we can potentially enhance any of the decay
channel in quantum field theory, despite that not being
the primary channel in terms of coupling strength but
can still make it the most prominent route of decays in
specific boundary conditions. We demonstrate this con-
cept therough the study of scalar fields, but the ideas
developed here are quite general and can e applied to
any field in which we have handle on at least one of the
participant fields in the process in terms of controlling
its boundary conditions.

L =
1

2

⇥
�@µ�@

µ��M2�2 � @µ�1@
µ�1 �m2

1�
2
1 � @µ�2@

µ�2 �m2
2�

2
2

⇤
� �1��1�1 � �2��2�2 (1)

L =
1

2

⇥
�@µ�@

µ��M2�2 � @µ�1@
µ��m2�2

⇤
� ��n(x)�m(x)

�i�hK1,K2, ..K`; k1, k2, ..kp|
Z

d4x�n(x)�m(x)|K 0
1,K

0
2, ..K

0
n�`; k

0
1, k

0
2, ..km�pi (2)

It is well known that the particle content of a quantum field is observer dependent [1], a fact manifested in nu-
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• The density of modes and participating modes live mostly in exclusively separated regime. 

Kinjalk Lochan, IISER Mohali (INDIA)

• Typically would want to excite large energy modes : Go to large acceleration : Too taxing 

• Can we arrest the IR end of mode distribution ? 

• Culminate the need of extreme accelerations ! 
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a
„̇ + m2a2 + › R „ = Ò

2„ (6)

�/uk = 1
Ô

2Êk
e≠i(Êt≠k·x) (7)

{xÕ
} ≠æ �{x}

Êt ≠ k · x ≠æ ÊÕtÕ
≠ kÕ

· xÕ

�/uk ≠æ �/ukÕ

(8)

I(�E, Ê) Ã ”(≠�E + Ê)
(9)

I(�E, Ê) Ã
8efi�E/a

a2
K2i�E/a(2Ê/a)

2Ê/a
(10)
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2.405, the enhancement in response rate E shows very
large amplifications (see Fig.1).

Though the enhancement in detector response di-
verges at the resonance points as (�E/a)1/3 in the limit
a/�E ! 0, the actual response rate of the detector
inside the cavity is still small due to the exponential
suppression of free space response rate for small accel-
erations, i.e., lima/�E!0 Ḟ = lima/�E!0 ḞM ⇥ E ⇡
(�E/2⇡)e�2⇡�E/a ⇥ lima/�E!0 E . It has been argued in
[20] that the exponential suppression in the response rate
inside a cavity can be regulated considerably by introduc-
ing non-adiabatic switching of the detector. Now, if the
size of the cylindrical cavity is optimized at one of the
resonance points in addition to the usage of appropriate
switching function, or state selection, as proposed in [20],
the response rate of the detector can potentially be en-
hanced exponentially. This line of study, however, will be
pursued elsewhere. However, as discussed above, there is
a crucial aspect which single-mode analysis misses out
[18-22], namely the abrupt rise in the density of field
modes near the resonant cavity configurations. On the
line of discussions in [22], the single-mode analysis even
around these configurations will show a highly suppressed
late time response (see the supplementary material) com-
pared to the full-mode functional analysis. Therefore,
one needs to supplement such studies with a full field
theoretic analysis as we have employed in this paper.

In this paper we couple the enhancement in response
rate E at the resonance points, due to the change in
density of field modes ⇢(!k), to another scheme which
is extremely sensitive to the change in field correlators,
namely the stimulated emission. Since stimulated emis-
sion is sensitive to the number of particles present, and a
uniformly accelerating detector perceives the Minkowski
vacuum as a state with particles, one could expect that
a uniformly accelerating detector can undergo stimu-
lated emission. Higher the number of particles in the
Minkowski vacuum that the detector perceives, higher is
the emission rate of the detector. The emission profile for
a rotating detector was utilized in [25] to propose mea-
surable detection of non-inertial quantum field theoretic
e↵ects. In [26] the emission from a rotating muonic hy-
drogen atom in the so called Trojan states is shown to
be extremely enhanced. Thus, modifying the density of
field modes ⇢(!k) would further strengthen such e↵ects
which we analyze next.

Acceleration-assisted enhanced emission in cav-
ity: Role of I(��E,!k)– The response rate corre-
sponding to the emission from the UDD can simply be ob-
tained as Ḟem (�E) = Ḟ (��E). One can show that the
principle of detailed balance is satisfied for the detector-
field system inside the cavity, i.e., Ḟem/Ḟ = e2⇡�E/a,
which is evident since the pull-back of the Wightman
function W(x, x0) on the accelerating trajectory of the
detector satisfies the KMS condition, with a temperature

T = a/2⇡.
Since only the function I in the response rate of the de-

tector in Eq.(5) is sensitive to �E ! ��E, the emission
rate in the cylindrical cavity can be written as

Ḟem (�E) =
1

⇡R2

Z 1

0
d!k I(��E,!k)

⇥
1X

m=�1

1X

n=1

J2
m(⇠mn⇢0/R)

J2
|m|+1(⇠mn)

⇥ (!k � ⇠mn/R)p
!2
k � (⇠mn/R)2

.(10)

This time a ! 0 limit does not make the inertial response
vanishing as I(��E,!k) ! �(��E + !k). Thus, for an
inertial detector only the modes with energy !k = �E
are responsible for the emission of the detector, and since
the density of field modes diverges for modes with energy
!k = ⇠mn/R, the emission rate becomes divergent if one
chooses R�E = ⇠mn. Consequently, an inertially moving
excited detector is expected to emit instantaneously in-
side the cavity which is designed at its resonance configu-
ration. On the other hand, for uniformly accelerating de-
tector I(��E,!k) / a�1e⇡�E/aK�2i�E/a(2!k/a), in-
stead of some select resonant modes (as for the inertial
detector) there is a distribution of modes which deter-
mines the emission rate. Some resulting salient features
can be noted as follows:

• Since �(��E + !k) in the expression for inertial
emission rate in Eq.(10) is replaced by a smooth
function I(��E,!k), the emission rate of the ac-
celerating detector inside a cavity which is opti-
mized at its resonant configuration R�E = ⇠mn

is large, but finite. Thus, if the cavity is tuned
to be at one of its resonance points, while the iner-
tial detector de-excites in no time, the de-excitation
of the accelerating detector takes finite amount of
time, the delay marking the non-inertial e↵ect.

• Secondly, due to the change in I(��E,!k), caused
by the accelerated motion, the emission rate of the
detector in a cavity, optimized slightly away from
the resonance points, is larger than that of an in-
ertial detector (see Fig.1). This is due to the fact
that the Delta function (inertial detector) shows a
sharper fall o↵ away from the resonance points as
compared to the smoother function I(��E,!k) of
the accelerated detector.

Therefore, in comparison to the inertial detector, acceler-
ation of the detector causes a delay in its emission at the

resonance points of the cavity, but exhibits substantial
enhancement in emission rate slightly away from the res-
onance points. Further, since the enhancement E is also
an even function of �E, it can be related to the emission
response rate of the detector Ḟem in the low acceleration
limit as lima/�E!0 Ḟem ⇡ (�E/2⇡)⇥ lima/�E!0 E .
As the enhancement in response rate E of the detector
exhibits a sharp amplification at the resonance points
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Midi*superspace quantization of  field
Putting boundaries starts building up resonance structure 

• Strongly enhances field correlations at 
resonance 

• Scully et. al.  Phys. Rev. Lett. (2003),               Lopp, Martin-Martinez, Page CQG (2018) 

•



• Strongly enhances field correlations at resonance 

• Low energy suppression • Energy dilution arrested, 
coupling dictated 

• Introduces a cutoff in the system 

Measure of  modes

Akhil Deswal, Navdeep Arya, KL, Goyal ; arxiv 2501.16219
 Zheng, Zhou, Gou, Zhou; Phys. Rev. Res. (2025)



Acceleration induced Emission in Cavity

More interestingly, for accelerating case the fall of I(�⌦,!k)
away from resonance is milder compared to the inertial case.
For a cavity optimized slightly away from the resonance
points, non-inertial emission is larger than that of an inertial
detector.
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Kinjalk Lochan Particles in Vacuum ?

• For Rindler trajectory

• Fall off is less steep and non monotonic !

• Possible to catch the radius where it is 
above inertial and not too small

In the R → ∞ limit, the density of field modes reduces to
ρðωkÞ ∝ ω2

k, which is the standard density of field modes in
free space, provided one makes the following replacements:
2π

P∞
n¼1 → R

R∞
0 dq and ξmn=R → q and the response rate

[Eq. (4)] reproduces a thermal form. In the limit a → 0, the
function IðΔE;ωkÞ is proportional to δðΔEþ ωkÞ, as
expected (see Supplemental Material [24]). Thus, in the
inertial case there are not any modes which contribute to the
detector response, including those at the resonance points.
However, for the case of noninertial detector, the function
IðΔE;ωkÞ allows for the modes around ωk ∼ ξmn=R to
contribute, with some weightage, leading to a nonzero
response.
In order to quantify the effects of cavity in enhancing the

response rate of the accelerating detector inside the
cavity, when compared to the response rate of an accel-
erating detector in free space _FM, we define a quantity
E ≡ _F= _FM, called enhancement in the response rate of the
detector. In the small acceleration limit, i.e., a ≪ ΔE, we
make use of the asymptotic expansion of KiαðαzÞ for large
values of α [26], with α ∈ R and j arg zj < π, to approxi-
mate (see Supplemental Material [24])

EðΔEÞ ≈ 4π
ðRΔEÞ2

X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

×

8
>>>>><

>>>>>:

ðβ<mnΔE=aÞ1=3

½1−ðξmn
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2&1=2
Ai2½−ðβ<mnΔE=aÞ2=3&; ξmn
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1
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RΔE ¼ 1

ðβ>mnΔE=aÞ1=3

½ðξmn
RΔEÞ

2−1&1=2
Ai2½ðβ>mnΔE=aÞ2=3&; ξmn

RΔE > 1

;

ð5Þ

where AiðzÞ is known as the Airy function [26], and

β<mn ≡ 3
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It is evident from Eq. (5) that in the small acceleration
limit the enhancement E receives a large amplification,
proportional to ðΔE=aÞ1=3, at the resonance points, i.e.,
RΔE ¼ ξmn. Thus at small accelerations, if one chooses
the radius of the cylindrical cavity such that it coincides
with one of the resonance points, e.g., RΔE ¼ ξ01 ¼ 2.405,
the enhancement in response rate E shows very large
amplifications (see Fig. 1).
Though the enhancement in detector response

diverges at the resonance points as ðΔE=aÞ1=3 in the
limit a=ΔE → 0, the actual response rate of
the detector inside the cavity is still small due to the
exponential suppression of the free space response rate

for small accelerations, i.e., lima=ΔE→0
_F ¼ lima=ΔE→0

_FM×
E≈ðΔE=2πÞe−2πΔE=a× lima=ΔE→0E. It has been argued in
Ref. [9] that the exponential suppression in the response
rate inside a cavity can be regulated considerably by
introducing nonadiabatic switching of the detector. Now,
if the size of the cylindrical cavity is optimized at one of the
resonance points in addition to the usage of an appropriate
switching function, or state selection, as proposed in
Ref. [9], the response rate of the detector can potentially
be enhanced exponentially. This line of study, however,
will be pursued elsewhere.
In this Letter we couple the enhancement in response rate

E at the resonance points, due to the change in density of
field modes ρðωkÞ, to another scheme which is extremely
sensitive to the change in field correlators, namely the
stimulated emission. Since stimulated emission is sensitive
to the number of particles present, and a uniformly
accelerating detector perceives the Minkowski vacuum
as a state with particles, one could expect that a uniformly
accelerating detector can undergo stimulated emission. The
higher the number of particles in the Minkowski vacuum
the detector perceives, the higher is its emission rate. The
emission profile for a rotating detector was utilized in
Ref. [27] to propose measurable detection of noninertial
quantum field theoretic effects. In Ref. [28] the emission
from a rotating muonic hydrogen atom in the so-called
Trojan states is shown to be extremely enhanced. Thus,
modifying the density of field modes ρðωkÞ would further
strengthen such effects which we analyze next.
Acceleration-assisted enhanced emission in cavity: Role

of Ið−ΔE;ωkÞ.—The response rate corresponding to
the emission from the UDD can simply be obtained as

FIG. 1. The emission rates for the accelerating detector _F em

(which is also proportional to the enhancement factor E at small

accelerations) and the inertial detector _̃F
em

with respect to RΔE,
with ρ0 ¼ 0, and a=ΔE ¼ 10−3. Inset: the discrete plot for the
difference in emission rates of the accelerating and the inertial
detectors Δ _F em around the first resonance point ξ01. The range of
RΔE and its step size are chosen such that the contribution
exactly at the resonance point ξ01 is avoided.
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ties of the UDD inside an optimized cavity. To observe
Unruh e↵ect for small accelerations, it is important to
characterize scenarios where the density of field modes
is increased appreciably, and the correlators of the quan-
tum field are modified non-trivially, so that the detector
responds in a distinct manner.

The response rate of a UDD moving along a given tra-
jectory x̃(⌧) can be written in a more general manner
as

Ḟ(�E) /
Z 1

0
d!k⇢(!k)I(�E,!k)J (!k, ⌘

i), (1)

where ⇢(!k) is the density of field modes. The quan-
tity I depends on the trajectory of the detector through
field correlations, and determines the field modes which
stimulate the detector. For example, in the case of iner-
tial detector I(�E,!k) is proportional to �(�E + !k),
i.e. only modes with energy !k = ��E can contribute
to the response rate of the detector, leading to a null
response. The function J depends on the frequency of
the field modes !k, and the coordinates ⌘i that are held
fixed on the trajectory of the detector. Therefore, the
response rate of the detector can be enhanced by the fol-
lowing ways: (i) Increasing the density of field modes
⇢(!k) at small !k, say, by changing the boundary condi-
tions, leading to non-trivial changes in the correlators, an
aspect missed in the single mode analysis that is usually
employed [9, 17, 20–23]. Even for the near resonant fre-
quency modes, the response rate for a single mode [23] is
suppressed compared to the full-mode analysis (see Sup-
plementary material). The analysis in this paper justifi-
ably makes use of the complete set of modes, and not a
few modes that are near the resonant cavity frequency,
which gives an additional enhancement channel even at

small accelerations; (ii) Choosing the trajectory of the
detector appropriately. Even for fixed boundary condi-
tions, di↵erent non-inertial trajectories associate di↵er-
ent quantum fluctuations to a given inertial field vacuum
[24], leading to a change in I(�E,!k) which the detector
is sensitive to; (iii) Choosing mechanisms, e.g. the stimu-
lated emission, which are extremely sensitive to both the
boundary conditions and the change in field correlations.

Making use of these, we demonstrate that for a uni-
formly accelerated UDD in a long cylindrical cavity,
the acceleration-induced emission rate can be signifi-
cantly enhanced, even dominating the inertial sponta-
neous emission, for low accelerations.

Uniformly accelerating detector in cavity: Role
of resonance points– We consider a UDD inside a
cylindrical cavity of radius R. The length of the cylin-
drical cavity is assumed to be much larger than any
scale associated with the detector. The scalar field �(x)
is assumed to satisfy Dirichlet boundary condition i.e.,
�[⇢ = R, ✓, z] = 0 in the cylindrical polar coordinates.
The Wightman function corresponding to the scalar field

inside the cavity can be expressed as

W(x, x0) =
1

(2⇡R)2

1X

m=�1

1X

n=1

Jm(⇠mn⇢/R)Jm(⇠mn⇢0/R)

J2
|m|+1(⇠mn)

⇥
Z 1

�1

dkz
!k

e�i!k(t�t0�i✏)eim(✓�✓0)eikz(z�z0), (2)

where ⇠mn denotes nth zero of the Bessel function Jm(z),
and !2

k = k2z + (⇠mn/R)2 (see Supplementary material).
For a UDD on a uniformly accelerating trajectory, i.e.,

x̃(⌧) = [t, ⇢, ✓, z] = (a�1sinha⌧, ⇢0, ✓0, a�1cosha⌧), where
⇢0 and ✓0 are constants, and a denotes proper accelera-
tion of the detector,the response rate can be found to be
1

Ḟ(�E) =
1

2⇡

Z 1

0
d!k

8

a2e⇡�E/a

K2i�E/a(2!k/a)

(2!k/a)| {z }
I(�E,!k)

⇥
1X

m=�1

1X

n=1

(!k/⇡R2)

J2
|m|+1

(⇠mn)

⇥(!k�⇠mn/R)p
!2
k
�(⇠mn/R)2

| {z }
⇢(!k)

⇥ J2
m(⇠mn⇢0/R)| {z }
J (⇢0/R)

, (3)

where K⌫(z) is the modified Bessel function of second
kind, and ⇥(x) is the Heaviside theta function. One can
see that the density of field modes ⇢(!k) has some spe-
cial features: Firstly, as expected it is independent of
the detector parameters – a or �E. Secondly, we can
see that ⇢(!k) rises abruptly whenever !2

k ! (⇠mn/R)2,
called cavity resonance points, implying the existence of
field modes inside the cavity that have very large sup-
port in terms of density of states. How such modes con-
tribute to the response rate of the detector is controlled
by I(�E,!k). In order to study that, we further evaluate
the previous expression to

Ḟ(�E) =
e�⇡�E/a

⇡2R2a

1X

m=�1

1X

n=1

J2
m(⇠mn⇢0/R)

J2
|m|+1(⇠mn)

⇥ K2
i�E/a(⇠mn/Ra). (4)

In the limit a ! 0 , the function I(�E,!k) is propor-
tional to �(�E + !k), as expected (see Supplementary
material). Thus, in the inertial case there aren’t any
modes which contribute to the detector response, includ-
ing those at the resonance points. However, for the case
of non-inertial detector, the function I(�E,!k) allows
for the modes around !k ⇠ ⇠mn/R to contribute, with
some weightage, leading to a non-zero response.

1 In the R ! 1 limit, the density of field modes reduces to
⇢(!k) / !2

k, which is the standard density of field modes
in free space, provided one makes the following replacements:
2⇡

P1
n=1 ! R

R1
0 dq and ⇠mn/R ! q and the response rate

Eq. (4) reproduces a thermal form.
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Radiative energy corrections

If  atoms see more pronounced quantum fluctuations, their 
atomic lines must respond
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time τ0, that is, ρðτ0Þ ¼ ρSðτ0Þ ⊗ ρRðτ0Þ. The reservoir-
averaged rates of variation of a system observable can be
obtained as a perturbative series in g. In the reservoir-
averaged rates of variation so obtained, one can identify
a part whose physical effect is that of an effective
Hamiltonian, which leads to the modification of the
system’s energy spectrum, and a non-Hamiltonian part,
which controls the dissipative dynamics of the system
observables. The effective Hamiltonian gets contributions
from the reservoir fluctuations (rf) and self-reaction (sr) so
that the Hamiltonian part of the system’s evolution is now
described by HSðτÞ þ ðHeffÞrf þ ðHeffÞsr. The resulting
energy shift in an unperturbed energy level of the
system is given by the expectation value of the effective
Hamiltonian in that energy eigenstate. Here we are inter-
ested in the role of acceleration in the modification of the
energy spectrum of a Rindler atom coupled to a quantum
scalar field inside a long cylindrical cavity. Hereafter,
“system” and “reservoir” may be taken to mean an “atom”
and a “field-cavity setup,” respectively.
Let fjaig be the eigenstates ofHS with eigenvalues fεag.

If ρRðτ0Þ is a stationary state of the reservoir, that is, if
½HR; ρRðτ0Þ& ¼ 0, then the reservoir two-point correlation
functions depend only on the time difference u≡ τ − τ0

corresponding to the two points [39,40]. Further, we restrict
ourselves to time scales much larger than the reservoir
correlation time scale τc [39]. Then, the energy shifts δE

ðrfÞ
a

and δEðsrÞ
a produced, respectively, by the reservoir fluctua-

tions and self-reaction are given, to second order in g,
by [39]

ðδEaÞrf ¼ −
g2

2

X

i;j

Z
∞

0
duCðRÞ

ij ðuÞχðS;aÞij ðuÞ ð10aÞ

and

ðδEaÞsr ¼ −
g2

2

X

i;j

Z
∞

0
du χðRÞij ðuÞCðS;aÞ

ij ðuÞ: ð10bÞ

Here,

CðRÞ
ij ðuÞ≡ 1

2
TrRðρRðτ0ÞfRf

iðτ0Þ; Rf
jðτ0 − uÞgÞ; ð11aÞ

χðRÞij ðuÞ≡ iTrRðρRðτ0Þ½Rf
iðτ0Þ; Rf

jðτ0 − uÞ&Þ; ð11bÞ

CðS;aÞ
ij ðuÞ≡ 1

2
hajfSfiðτ0Þ; Sfjðτ0 − uÞgjai; ð11cÞ

and

χðS;aÞij ðuÞ≡ ihaj½Sfiðτ0Þ; Sfjðτ0 − uÞ&jai ð11dÞ

are known as the statistical functions of the reservoir
(superscript R) and the system (superscript S), respectively.

1. Two-level atom

Next, we specialize to a two-level detector. We denote
the excited and ground states of the detector by jei and jgi,
respectively. The free Hamiltonian of the detector is
HS ¼ ω0σz=2, where σz is one of the Pauli matrices.
The detector has a monopole moment μðτÞ, which couples
linearly to the scalar field. That is, the detector-field
interaction Hamiltonian is given by [3,41–43]

HIðτÞ ¼ −gμðτÞΦðx̃ðτÞÞ; ð12Þ

where τ is the proper time of the detector and x̃ðτÞ denotes
the detector’s trajectory in spacetime. This Hamiltonian is a
good model for light-matter interaction when no exchange
of angular momentum is involved [44]. In the interaction
picture, the detector’s monopole moment operator is
given by

μðτÞ ¼ σ−e−iω0τ þ σþeiω0τ; ð13Þ

where σ− ¼ jgihej and σþ ¼ jeihgj. We assume that the
cavity field is in the inertial vacuum state j0i. Therefore, the
field and the detector statistical functions take the form
[refer to Eqs. (11a)–(11d)]

CðRÞðuÞ ¼ 1

2
h0jfΦfðτ0Þ;Φfðτ0 − uÞgj0i; ð14aÞ

χðRÞðuÞ ¼ ih0j½Φfðτ0Þ;Φfðτ0 − uÞ&j0i; ð14bÞ

CðS;bÞðuÞ ¼ 1

2

X

d

jhbjμð0Þjdij2ðeiωbdu þ e−iωbduÞ; ð14cÞ

and

χðS;bÞðuÞ ¼ i
X

d

jhbjμð0Þjdij2ðeiωbdu − e−iωbduÞ: ð14dÞ

In the above expressions, ωbd ≡ ωb − ωd is the frequency
difference between atomic levels jbi and jdi. The energy-
level shift in the two-level detector can be obtained by
substituting Eqs. (14a)–(14d) into Eqs. (10a) and (10b).

III. RADIATIVE SHIFT OF AN ATOM’S
SPECTRUM INSIDE A CYLINDRICAL CAVITY

Now we consider an inertial and a Rindler atom inside
the cylindrical cavity moving along the cavity’s axis. We
assume the cavity to be a perfect cavity, that is, the field
modes satisfy vanishing Dirichlet boundary conditions at
the cavity walls (see Sec. II A).

ARYA, STARGEN, LOCHAN, and GOYAL PHYS. REV. D 110, 085007 (2024)

085007-4

• DDC formalism for radiative correction 

time τ0, that is, ρðτ0Þ ¼ ρSðτ0Þ ⊗ ρRðτ0Þ. The reservoir-
averaged rates of variation of a system observable can be
obtained as a perturbative series in g. In the reservoir-
averaged rates of variation so obtained, one can identify
a part whose physical effect is that of an effective
Hamiltonian, which leads to the modification of the
system’s energy spectrum, and a non-Hamiltonian part,
which controls the dissipative dynamics of the system
observables. The effective Hamiltonian gets contributions
from the reservoir fluctuations (rf) and self-reaction (sr) so
that the Hamiltonian part of the system’s evolution is now
described by HSðτÞ þ ðHeffÞrf þ ðHeffÞsr. The resulting
energy shift in an unperturbed energy level of the
system is given by the expectation value of the effective
Hamiltonian in that energy eigenstate. Here we are inter-
ested in the role of acceleration in the modification of the
energy spectrum of a Rindler atom coupled to a quantum
scalar field inside a long cylindrical cavity. Hereafter,
“system” and “reservoir” may be taken to mean an “atom”
and a “field-cavity setup,” respectively.
Let fjaig be the eigenstates ofHS with eigenvalues fεag.

If ρRðτ0Þ is a stationary state of the reservoir, that is, if
½HR; ρRðτ0Þ& ¼ 0, then the reservoir two-point correlation
functions depend only on the time difference u≡ τ − τ0

corresponding to the two points [39,40]. Further, we restrict
ourselves to time scales much larger than the reservoir
correlation time scale τc [39]. Then, the energy shifts δE

ðrfÞ
a

and δEðsrÞ
a produced, respectively, by the reservoir fluctua-

tions and self-reaction are given, to second order in g,
by [39]

ðδEaÞrf ¼ −
g2

2

X

i;j

Z
∞

0
duCðRÞ

ij ðuÞχðS;aÞij ðuÞ ð10aÞ

and

ðδEaÞsr ¼ −
g2

2

X

i;j

Z
∞

0
du χðRÞij ðuÞCðS;aÞ

ij ðuÞ: ð10bÞ

Here,

CðRÞ
ij ðuÞ≡ 1

2
TrRðρRðτ0ÞfRf

iðτ0Þ; Rf
jðτ0 − uÞgÞ; ð11aÞ

χðRÞij ðuÞ≡ iTrRðρRðτ0Þ½Rf
iðτ0Þ; Rf

jðτ0 − uÞ&Þ; ð11bÞ

CðS;aÞ
ij ðuÞ≡ 1

2
hajfSfiðτ0Þ; Sfjðτ0 − uÞgjai; ð11cÞ

and

χðS;aÞij ðuÞ≡ ihaj½Sfiðτ0Þ; Sfjðτ0 − uÞ&jai ð11dÞ

are known as the statistical functions of the reservoir
(superscript R) and the system (superscript S), respectively.

1. Two-level atom

Next, we specialize to a two-level detector. We denote
the excited and ground states of the detector by jei and jgi,
respectively. The free Hamiltonian of the detector is
HS ¼ ω0σz=2, where σz is one of the Pauli matrices.
The detector has a monopole moment μðτÞ, which couples
linearly to the scalar field. That is, the detector-field
interaction Hamiltonian is given by [3,41–43]

HIðτÞ ¼ −gμðτÞΦðx̃ðτÞÞ; ð12Þ

where τ is the proper time of the detector and x̃ðτÞ denotes
the detector’s trajectory in spacetime. This Hamiltonian is a
good model for light-matter interaction when no exchange
of angular momentum is involved [44]. In the interaction
picture, the detector’s monopole moment operator is
given by

μðτÞ ¼ σ−e−iω0τ þ σþeiω0τ; ð13Þ

where σ− ¼ jgihej and σþ ¼ jeihgj. We assume that the
cavity field is in the inertial vacuum state j0i. Therefore, the
field and the detector statistical functions take the form
[refer to Eqs. (11a)–(11d)]

CðRÞðuÞ ¼ 1

2
h0jfΦfðτ0Þ;Φfðτ0 − uÞgj0i; ð14aÞ

χðRÞðuÞ ¼ ih0j½Φfðτ0Þ;Φfðτ0 − uÞ&j0i; ð14bÞ

CðS;bÞðuÞ ¼ 1

2

X

d

jhbjμð0Þjdij2ðeiωbdu þ e−iωbduÞ; ð14cÞ

and

χðS;bÞðuÞ ¼ i
X

d

jhbjμð0Þjdij2ðeiωbdu − e−iωbduÞ: ð14dÞ

In the above expressions, ωbd ≡ ωb − ωd is the frequency
difference between atomic levels jbi and jdi. The energy-
level shift in the two-level detector can be obtained by
substituting Eqs. (14a)–(14d) into Eqs. (10a) and (10b).

III. RADIATIVE SHIFT OF AN ATOM’S
SPECTRUM INSIDE A CYLINDRICAL CAVITY

Now we consider an inertial and a Rindler atom inside
the cylindrical cavity moving along the cavity’s axis. We
assume the cavity to be a perfect cavity, that is, the field
modes satisfy vanishing Dirichlet boundary conditions at
the cavity walls (see Sec. II A).
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One of the primary reasons behind the di�culty in observing the Unruh e↵ect is that for achievable
acceleration scales the finite temperature e↵ects are significant only for the low frequency modes of
the field. Since the density of field modes falls for small frequencies in free space, the field modes
which are relevant for the thermal e↵ects would be less in number to make an observably significant
e↵ect. In this work, we investigate the response of a Unruh-DeWitt detector coupled to a massless
scalar field which is confined in a long cylindrical cavity. The density of field modes inside such
a cavity shows a resonance structure i.e. it rises abruptly for some specific cavity configurations.
We show that an accelerating detector inside the cavity exhibits a non-trivial excitation and de-
excitation rates for small accelerations around such resonance points. If the cavity parameters are
adjusted to lie in a neighborhood of such resonance points, the (small) acceleration-induced emission
rate can be made much larger than the already observable inertial emission rate. We comment on
the possibilities of employing this detector-field-cavity system in the experimental realization of
Unruh e↵ect, and argue that the necessity of extremely high acceleration can be traded o↵ in favor
of precision in cavity manufacturing for realizing non-inertial field theoretic e↵ects in laboratory
settings.

Introduction– Quantum field theory comes up with
many intriguing phenomenon involving fundamental
fields. Di↵erent fields interacting with each other mod-
ify the spectrum of outgoing states compared to the in-
coming state post interaction. These shift in the state
depends upon strength of interaction and permissibility
of processes withtin the domain of interacting quantum
fields.

In the phenomenological setting, the imprints of a pro-
cess is tried to be estimated through its potential e↵ects
on the in-state. However this is a ambitious exercise as
there is always a hierarchy o↵ strength of decay channels.
Usually the most strongly coupled channel dominates the
output state in any scattering or decay process. Thus to
decipher the marginal contributions of a subdominant
decay channel is typically a herculean task. The usual
way of uncovering such characteristics of such processes
is to keep studying this process at higher and higher en-

ergies where the contributions of such secondary chan-
nels becomes somewhat larger. Even in this program,
ultimately what we really study is the deviation o↵ the
observed data from the prediction of the primary decay
channel. Thus, in such studies we end up constraining
the collecctive contribution of all subdominant processes.

In this work, we show that using the judicisous oundary
conditions we can potentially enhance any of the decay
channel in quantum field theory, despite that not being
the primary channel in terms of coupling strength but
can still make it the most prominent route of decays in
specific boundary conditions. We demonstrate this con-
cept therough the study of scalar fields, but the ideas
developed here are quite general and can e applied to
any field in which we have handle on at least one of the
participant fields in the process in terms of controlling
its boundary conditions.
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ĤI , Ô�
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It is well known that the particle content of a quantum
field is observer dependent [1], a fact manifested in nu-
merous theoretical arenas, e.g., the Hawking radiation,
cosmic fluctuations, and Unruh e↵ect [2–5]. In order to
estimate the particle content and realize this theoretical
idea, the Unruh-DeWitt detector (UDD) [5, 6] is consid-
ered to be an operational device. The UDD is a two-level
quantum system with the ground state |E0i and the ex-
cited state |Ei, that is moving along a classical world-
line x̃(⌧), where ⌧ is the proper time in the detector’s
frame of reference. The detector is coupled to a quantum
field through the interaction Lagrangian Lint[�(x̃)] =
↵m(⌧)�[x̃(⌧)], where ↵ is a small coupling constant, and
m is the detector’s monopole moment [5, 6]. In the first-
order perturbation theory, the transition probability rate
of the detector, assuming the scalar field �̂ in its vacuum
state |0i, is given as Ṗ (�E) = |hE|m̂(0)|E0i|

2
⇥ Ḟ(�E),

where Ḟ(�E) =
R1
�1 du e

�i�Eu
W(u, 0) is called as

the response rate of the detector, �E ⌘ E � E0, and
W(x, x0) ⌘ h0|�̂(x)�̂(x0)|0i is the Wightman function of
the field. The UDD probes the vacuum structure of the
quantum field through W(x, x0), and registers the excita-
tion of the detector when it absorbs a field quanta. This
detector-field system has been popularly employed in in-
vestigating the e↵ects of quantum fields in non-inertial
frames, since it encompasses the essential aspects of an
atom interacting with the electromagnetic field [7]. The
response rate of a UDD moving in an inertial trajectory
can be found to be vanishing, since the vacuum structure
of the quantum field in inertial frames is invariant due to
Poincaré symmetry [8]. However, since non-inertial tra-
jectories are not generated by Poincaré transformations,
a UDD moving non-inertially detects particles, a prime
example being – for uniform acceleration a the detector
shows a non-vanishing thermal response, known as the
Unruh e↵ect [5, 6, 8], i.e., Ḟ = (�E/2⇡)/(e2⇡�E/a

� 1).
Despite being a fundamental prediction, such ther-

mal response have not yet been tested [8]. For accel-
erations small compared to the energy gap �E of the
detector, the response rate is exponentially suppressed,
i.e., Ḟ ⇡ (�E/2⇡)e�2⇡�E/a. This is one of the main
reasons behind the extreme di�culty in directly observ-
ing the transitions in UDD for small accelerations. This
suppression basically originates from the fact that the
temperature experienced by the accelerating detector is
vanishingly small for achievable acceleration scales, since
T ⇠ ~a/kBc. Hence, for such small temperatures, the
significant thermal contribution comes only from the low

frequency modes, for which the density of field modes
falls rapidly as ⇢(!) ⇠ !

2 in free space. Therefore, the di-
rect detection of atomic transitions in non-inertial UDDs
is challenging due to the necessity of extremely high ac-
celerations, e.g., thermal e↵ects of temperature 1 K re-
quires the acceleration to be as large as 1021 m/s2. This
makes attaining an irrefutable experimental verification
of Unruh e↵ect a non-trivial exercise of the current era.

In response, e↵orts have been made to enhance the de-
tector response for maximum achievable accelerations (in
foreseeable future) using techniques such as optical cavi-
ties [20], ultra-intense lasers [10], and Penning traps [11].
Techniques involving capturing the finite temperature ef-
fects of an accelerating system, such as, monitoring ther-
mal quivering [12], decay of accelerated protons [13], and
radiation emission in Bose-Einstein condensate [14, 15],
are also proposed. Other than these, there are attempts
using geometric phases [21], and properly selected Fock
states [17] to enhance the e↵ects of non-inertial motion.
Despite these non-trivial attempts, the e↵orts are still
far away from the experimental realization of the Unruh
e↵ect.

In this paper, we focus on the low acceleration proper-
ties of the UDD inside an optimized cavity. To observe
Unruh e↵ect for small accelerations, it is important to
characterize scenarios where the density of field modes
is increased appreciably, and the correlators of the quan-
tum field are modified non-trivially, so that the detector
would detect such changes and respond in a distinct man-
ner.

The response rate of a UDD moving along a given tra-
jectory x̃(⌧) can be written in a more general manner
as

Ḟ(�E) /

Z 1

0
d!k⇢(!k)I(�E,!k)J (!k, ⌘

i), (7)

where ⇢(!k) is the density of field modes. The quan-
tity I depends on the trajectory of the detector through
field correlations, and determines the field modes which
stimulate the detector. For example, in the case of iner-
tial detector I(�E,!k) is proportional to �(�E + !k),
i.e. only modes with energy !k = ��E can contribute
to the response rate of the detector, leading to a null
response. The function J depends on the frequency of
the field modes !k, and the coordinates ⌘i that are held
fixed on the trajectory of the detector. Therefore, the
response rate of the detector can be enhanced by the fol-
lowing ways: (i) Increasing the density of field modes
⇢(!k) at small !k, say, by changing the boundary condi-
tions. The change in boundary conditions of the quan-
tum field, and the associated change in the density of
field modes, could lead to non-trivial changes in the cor-

• For leading order shift in eigenstates of the atomic Hamiltonian 



A. Radiative energy level shift in an inertial atom

Consider an atom moving inertially on the trajectory x̃νðτÞ ¼ ðγτ; 0; 0; γv0τÞ along the axis of a long cylindrical cavity of
radius R. Here, γ ¼ ð1 − v20Þ−1=2 is the Lorentz factor. The vacuum field correlation function can be obtained, using Eq. (6),
to be

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
1

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dkz
ωk

e−iγðωk−v0kzÞðτ2−τ1Þ: ð15Þ

Using the expression for the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν: k0z¼ γðkz−v0ωkÞ;ω0
k¼ γðωk−v0kzÞ, we get

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
1

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dk0z
ω0
k
e−iω

0
kðτ2−τ1Þ: ð16Þ

Therefore, the contribution of the vacuum fluctuations to the energy shift [Eq. (10a)] for energy level jbi of the inertial
atom is

ðδEbÞvf ¼
g2

2ð2πRÞ2
X

d

jhbjμðτ0Þjdij2
X

m;n
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0
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Z
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0
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0
kþωbdÞu

"
; ð17Þ

where Im(·) denotes the imaginary part of the argument. Therefore, the net energy shift due to vacuum fluctuations is
obtained as

Δvf ¼ ðδEeÞvf − ðδEgÞvf

¼ g2

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
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kþω0Þu

"
: ð18Þ

The contribution of self-reaction to the radiative energy shift is given by Eq. (10b). As CðS;bÞðuÞ is symmetric under the
exchange of b and d, it is straightforward to show that the contribution of the self-reaction to the radiative energy shift in
both an inertial and a Rindler two-level atom inside the cylindrical cavity vanishes, as it does in free space [45].
Accordingly, the total energy shift Δ0 is equal to the energy shift due to the vacuum fluctuations, that is, Δ0 ¼ Δvf . We
evaluate the integrals appearing in Eq. (18) as outlined in Supplemental Material [46] and obtain the radiative energy level
shift in an inertial atom to be

Δ0 ¼
g2ω0
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The variation of Δ0=ω0g2 as a function of the cavity-
detuning parameter Rω0 is plotted in Fig. 2. For the atom’s
radial position coordinate, we take ρ0 ¼ 0 in Eq. (19) and
therefore the only nonzero term in the sum over m
corresponds to m ¼ 0. The Δ0 expression is logarithmi-
cally divergent in the sum over n. We address the
divergence by introducing a UV cutoff ñ on the sum over
n determined by ξ0ñ=R ¼ me=ℏ, where me is the rest mass
of an electron [47–49].

B. Radiative energy level shift in a Rindler atom

The Unruh effect is founded on the fact that the inertial
vacuum state of a free field restricted to either of the Rindler
wedges is a thermal state at temperature T ¼ a=2π, where a
is the acceleration of the Rindler observer [3,50]. As shown
in Supplemental Material [46], in the cavity setup consid-
ered here the inertial vacuum of the cavity field restricted
to, say, the right Rindler wedge is in fact a thermal state. A
uniformly accelerated atom moving along the axis of the
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Accordingly, the total energy shift Δ0 is equal to the energy shift due to the vacuum fluctuations, that is, Δ0 ¼ Δvf . We
evaluate the integrals appearing in Eq. (18) as outlined in Supplemental Material [46] and obtain the radiative energy level
shift in an inertial atom to be
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The variation of Δ0=ω0g2 as a function of the cavity-
detuning parameter Rω0 is plotted in Fig. 2. For the atom’s
radial position coordinate, we take ρ0 ¼ 0 in Eq. (19) and
therefore the only nonzero term in the sum over m
corresponds to m ¼ 0. The Δ0 expression is logarithmi-
cally divergent in the sum over n. We address the
divergence by introducing a UV cutoff ñ on the sum over
n determined by ξ0ñ=R ¼ me=ℏ, where me is the rest mass
of an electron [47–49].

B. Radiative energy level shift in a Rindler atom

The Unruh effect is founded on the fact that the inertial
vacuum state of a free field restricted to either of the Rindler
wedges is a thermal state at temperature T ¼ a=2π, where a
is the acceleration of the Rindler observer [3,50]. As shown
in Supplemental Material [46], in the cavity setup consid-
ered here the inertial vacuum of the cavity field restricted
to, say, the right Rindler wedge is in fact a thermal state. A
uniformly accelerated atom moving along the axis of the

STRONG NONINERTIAL RADIATIVE SHIFTS IN ATOMIC … PHYS. REV. D 110, 085007 (2024)

085007-5

cylindrical cavity will therefore experience modified field
correlations underlying the Unruh effect. Thus, the radia-
tive energy shift, among other properties, in the atom will
be modified with a distinct acceleration-induced signature
(see Supplemental Material [46] for more details). This
acceleration-induced contribution is the signal of interest to
us. In this subsection, we compute the field statistical
functions CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ and χðRÞðx̃ðτÞ; x̃ðτ0ÞÞ for a
Rindler atom moving along the axis of the cylindrical
cavity. For an atom undergoing uniform linear acceleration
along the z axis, its trajectory in the lab frame parametrized
by its proper time τ and expressed in cylindrical coordinates
is given by [53]

tðτÞ ¼ a−1 sinhðaτÞ;
zðτÞ ¼ a−1 coshðaτÞ;

ρ ¼ ρ0; θ ¼ θ0: ð20Þ

Therefore, the symmetric field correlation function (14a) evaluates to

CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ ¼ 1
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where we defined u ¼ τ − τ0; v ¼ ðτ þ τ0Þ=2 and we used the expressions ω0
k ¼ ωk coshðavÞ − kz sinhðavÞ and k0z ¼

kz coshðavÞ − ωk sinhðavÞ for the components of the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν. We also used
dkz=ωk ¼ dk0z=ω0

k. Note that the two-point field correlation function h0jΦðx̃ðτÞÞΦðx̃ðτ0ÞÞj0i satisfies the Kubo-Martin-
Schwinger condition h0jΦð−u − iβÞΦð0Þj0i ¼ h0jΦðuÞΦð0Þj0i [54–56], ensuring that the atom thermalizes in the long-
time interaction limit [57].
Therefore, the radiative energy shift in an atomic energy eigenstate jbi due to the reservoir (field) fluctuations [Eq. (10a)]

is given by
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For a two-level atom, the contribution from reservoir fluctuations to the net radiative shift in the atomic levels is thus
given by

Δ̃rf ¼ ðδEeÞrf − ðδEgÞrf

¼ g2

ð2πRÞ2
X
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Since the contribution of self-reaction to the radiative energy shift vanishes, Δ̃rf is, in fact, the total radiative energy shift in
the Rindler atom. Next, as outlined in Supplemental Material [46], we cast the expression for the radiative energy shift in a
form suitable for obtaining radiative energy shift versus cavity detuning parameter plots. For the total radiative energy level
shift of a Rindler atom inside a cylindrical cavity in the α≡ ω0=a ≫ 1 regime, we obtain

FIG. 2. Variation of the energy level shift in an inertial atom
moving along the axis of a cylindrical cavity as a function of the
cavity-detuning parameter Rω0. For reference, red dots have been
placed at Rω0 ¼ ξ0n, n ¼ 1, 2, 3, that is, at the first three atom-
cavity resonance points. Refer to Eq. (19) and the discussion that
follows.
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A. Radiative energy level shift in an inertial atom

Consider an atom moving inertially on the trajectory x̃νðτÞ ¼ ðγτ; 0; 0; γv0τÞ along the axis of a long cylindrical cavity of
radius R. Here, γ ¼ ð1 − v20Þ−1=2 is the Lorentz factor. The vacuum field correlation function can be obtained, using Eq. (6),
to be

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
1

ð2πRÞ2
X∞
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Using the expression for the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν: k0z¼ γðkz−v0ωkÞ;ω0
k¼ γðωk−v0kzÞ, we get

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
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Z
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e−iω

0
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Therefore, the contribution of the vacuum fluctuations to the energy shift [Eq. (10a)] for energy level jbi of the inertial
atom is

ðδEbÞvf ¼
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where Im(·) denotes the imaginary part of the argument. Therefore, the net energy shift due to vacuum fluctuations is
obtained as

Δvf ¼ ðδEeÞvf − ðδEgÞvf
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The contribution of self-reaction to the radiative energy shift is given by Eq. (10b). As CðS;bÞðuÞ is symmetric under the
exchange of b and d, it is straightforward to show that the contribution of the self-reaction to the radiative energy shift in
both an inertial and a Rindler two-level atom inside the cylindrical cavity vanishes, as it does in free space [45].
Accordingly, the total energy shift Δ0 is equal to the energy shift due to the vacuum fluctuations, that is, Δ0 ¼ Δvf . We
evaluate the integrals appearing in Eq. (18) as outlined in Supplemental Material [46] and obtain the radiative energy level
shift in an inertial atom to be
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The variation of Δ0=ω0g2 as a function of the cavity-
detuning parameter Rω0 is plotted in Fig. 2. For the atom’s
radial position coordinate, we take ρ0 ¼ 0 in Eq. (19) and
therefore the only nonzero term in the sum over m
corresponds to m ¼ 0. The Δ0 expression is logarithmi-
cally divergent in the sum over n. We address the
divergence by introducing a UV cutoff ñ on the sum over
n determined by ξ0ñ=R ¼ me=ℏ, where me is the rest mass
of an electron [47–49].

B. Radiative energy level shift in a Rindler atom

The Unruh effect is founded on the fact that the inertial
vacuum state of a free field restricted to either of the Rindler
wedges is a thermal state at temperature T ¼ a=2π, where a
is the acceleration of the Rindler observer [3,50]. As shown
in Supplemental Material [46], in the cavity setup consid-
ered here the inertial vacuum of the cavity field restricted
to, say, the right Rindler wedge is in fact a thermal state. A
uniformly accelerated atom moving along the axis of the
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cylindrical cavity will therefore experience modified field
correlations underlying the Unruh effect. Thus, the radia-
tive energy shift, among other properties, in the atom will
be modified with a distinct acceleration-induced signature
(see Supplemental Material [46] for more details). This
acceleration-induced contribution is the signal of interest to
us. In this subsection, we compute the field statistical
functions CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ and χðRÞðx̃ðτÞ; x̃ðτ0ÞÞ for a
Rindler atom moving along the axis of the cylindrical
cavity. For an atom undergoing uniform linear acceleration
along the z axis, its trajectory in the lab frame parametrized
by its proper time τ and expressed in cylindrical coordinates
is given by [53]

tðτÞ ¼ a−1 sinhðaτÞ;
zðτÞ ¼ a−1 coshðaτÞ;

ρ ¼ ρ0; θ ¼ θ0: ð20Þ

Therefore, the symmetric field correlation function (14a) evaluates to

CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ ¼ 1

2

1

ð2πRÞ2
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0
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"
; ð21Þ

where we defined u ¼ τ − τ0; v ¼ ðτ þ τ0Þ=2 and we used the expressions ω0
k ¼ ωk coshðavÞ − kz sinhðavÞ and k0z ¼

kz coshðavÞ − ωk sinhðavÞ for the components of the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν. We also used
dkz=ωk ¼ dk0z=ω0

k. Note that the two-point field correlation function h0jΦðx̃ðτÞÞΦðx̃ðτ0ÞÞj0i satisfies the Kubo-Martin-
Schwinger condition h0jΦð−u − iβÞΦð0Þj0i ¼ h0jΦðuÞΦð0Þj0i [54–56], ensuring that the atom thermalizes in the long-
time interaction limit [57].
Therefore, the radiative energy shift in an atomic energy eigenstate jbi due to the reservoir (field) fluctuations [Eq. (10a)]

is given by
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: ð22Þ

For a two-level atom, the contribution from reservoir fluctuations to the net radiative shift in the atomic levels is thus
given by

Δ̃rf ¼ ðδEeÞrf − ðδEgÞrf

¼ g2

ð2πRÞ2
X

m;n

J2mðξmnρ0=RÞ
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Since the contribution of self-reaction to the radiative energy shift vanishes, Δ̃rf is, in fact, the total radiative energy shift in
the Rindler atom. Next, as outlined in Supplemental Material [46], we cast the expression for the radiative energy shift in a
form suitable for obtaining radiative energy shift versus cavity detuning parameter plots. For the total radiative energy level
shift of a Rindler atom inside a cylindrical cavity in the α≡ ω0=a ≫ 1 regime, we obtain

FIG. 2. Variation of the energy level shift in an inertial atom
moving along the axis of a cylindrical cavity as a function of the
cavity-detuning parameter Rω0. For reference, red dots have been
placed at Rω0 ¼ ξ0n, n ¼ 1, 2, 3, that is, at the first three atom-
cavity resonance points. Refer to Eq. (19) and the discussion that
follows.
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cylindrical cavity will therefore experience modified field
correlations underlying the Unruh effect. Thus, the radia-
tive energy shift, among other properties, in the atom will
be modified with a distinct acceleration-induced signature
(see Supplemental Material [46] for more details). This
acceleration-induced contribution is the signal of interest to
us. In this subsection, we compute the field statistical
functions CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ and χðRÞðx̃ðτÞ; x̃ðτ0ÞÞ for a
Rindler atom moving along the axis of the cylindrical
cavity. For an atom undergoing uniform linear acceleration
along the z axis, its trajectory in the lab frame parametrized
by its proper time τ and expressed in cylindrical coordinates
is given by [53]

tðτÞ ¼ a−1 sinhðaτÞ;
zðτÞ ¼ a−1 coshðaτÞ;

ρ ¼ ρ0; θ ¼ θ0: ð20Þ

Therefore, the symmetric field correlation function (14a) evaluates to
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where we defined u ¼ τ − τ0; v ¼ ðτ þ τ0Þ=2 and we used the expressions ω0
k ¼ ωk coshðavÞ − kz sinhðavÞ and k0z ¼

kz coshðavÞ − ωk sinhðavÞ for the components of the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν. We also used
dkz=ωk ¼ dk0z=ω0

k. Note that the two-point field correlation function h0jΦðx̃ðτÞÞΦðx̃ðτ0ÞÞj0i satisfies the Kubo-Martin-
Schwinger condition h0jΦð−u − iβÞΦð0Þj0i ¼ h0jΦðuÞΦð0Þj0i [54–56], ensuring that the atom thermalizes in the long-
time interaction limit [57].
Therefore, the radiative energy shift in an atomic energy eigenstate jbi due to the reservoir (field) fluctuations [Eq. (10a)]

is given by

ðδEbÞrf ¼ −
ig2
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For a two-level atom, the contribution from reservoir fluctuations to the net radiative shift in the atomic levels is thus
given by

Δ̃rf ¼ ðδEeÞrf − ðδEgÞrf

¼ g2

ð2πRÞ2
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Since the contribution of self-reaction to the radiative energy shift vanishes, Δ̃rf is, in fact, the total radiative energy shift in
the Rindler atom. Next, as outlined in Supplemental Material [46], we cast the expression for the radiative energy shift in a
form suitable for obtaining radiative energy shift versus cavity detuning parameter plots. For the total radiative energy level
shift of a Rindler atom inside a cylindrical cavity in the α≡ ω0=a ≫ 1 regime, we obtain

FIG. 2. Variation of the energy level shift in an inertial atom
moving along the axis of a cylindrical cavity as a function of the
cavity-detuning parameter Rω0. For reference, red dots have been
placed at Rω0 ¼ ξ0n, n ¼ 1, 2, 3, that is, at the first three atom-
cavity resonance points. Refer to Eq. (19) and the discussion that
follows.
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and AiðxÞ is the Airy function. As in the inertial case, for
the atom’s radial position coordinate we take ρ0 ¼ 0. The
radiative energy shift is logarithmically divergent in the
sum over n. Therefore, we introduce a UV cutoff ñ on the
sum over n determined by ξ0ñ=R ¼ me=ℏ.
The total radiative energy shift computed above for a

Rindler atom has both inertial (i.e., the contribution that
survives the a → 0 limit) and purely noninertial contribu-
tions. We can obtain the purely noninertial contribution
as Δ − Δ0, where Δ0 is given by Eq. (19). The quantity
Δ − Δ0 gives the deviation of the radiative shift in a Rindler
atom from that in an inertial atom and, thus, is the signal of
interest. The purely noninertial radiative shift can be
expressed as a Cauchy principal value integral over the
field mode frequencies ϖ ≡ ωk=ω0 as (see Supplemental
Material [46])

Δ−Δ0¼
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1
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"
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ð26Þ

where P.V. denotes the Cauchy principal value and

fmnðϖ; α; Rω0Þ≡ 4α
π
coshðπϖαÞK2

iϖαðξmnα=Rω0Þ

−
Θðϖ − ðξmn=Rω0ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϖ2 − ðξmn=Rω0Þ2

p :

The magnitude of Δ − Δ0 is essentially controlled by the
difference in the noninertial and inertial terms captured in
fmnðϖ; α; Rω0Þ. For a given atom, one can vary the radius
of the cavity looking for a cavity configuration in which
either of the two terms dominates the other over a range of
field mode frequencies. Given the (principal value) integral
in Eq. (26), this difference then accumulates over the range
of field frequencies, possibly leading to a purely noninertial
signal stronger than the one obtained if the atom’s emission
rate is monitored [20]. Figure 3 shows that the magnitude of
Δ − Δ0 rises abruptly in the neighborhood of an atom-
cavity resonance point. Therefore, we proceed to inves-
tigateΔ − Δ0 more closely in the vicinity of an atom-cavity
resonance point.
In Fig. 4, the relative enhancement, F ðα; Rω0Þ≡

ðΔ − Δ0Þ=Δ0, of the purely noninertial energy level shift
over the inertial energy level shift is plotted as a function of

FIG. 3. Deviation Δ − Δ0 of the total energy level shift in a
Rindler atom (Δ) from the radiative shift in an atom moving
inertially ðΔ0Þ along the axis of a cylindrical cavity as a function
of the cavity-detuning parameter Rω0. The Rindler atom has
ω0=a ¼ 103. The red dots placed at Rω0 ¼ ξ0n; n ¼ 1, 2 mark the
first two atom-cavity resonance points. Note that the magnitude
of Δ − Δ0 rises in the neighborhood of the atom-cavity resonance
points. In Fig. 4, we investigate ðΔ − Δ0Þ=Δ0 by zooming in on
the first resonance point.
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and AiðxÞ is the Airy function. As in the inertial case, for
the atom’s radial position coordinate we take ρ0 ¼ 0. The
radiative energy shift is logarithmically divergent in the
sum over n. Therefore, we introduce a UV cutoff ñ on the
sum over n determined by ξ0ñ=R ¼ me=ℏ.
The total radiative energy shift computed above for a

Rindler atom has both inertial (i.e., the contribution that
survives the a → 0 limit) and purely noninertial contribu-
tions. We can obtain the purely noninertial contribution
as Δ − Δ0, where Δ0 is given by Eq. (19). The quantity
Δ − Δ0 gives the deviation of the radiative shift in a Rindler
atom from that in an inertial atom and, thus, is the signal of
interest. The purely noninertial radiative shift can be
expressed as a Cauchy principal value integral over the
field mode frequencies ϖ ≡ ωk=ω0 as (see Supplemental
Material [46])
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where P.V. denotes the Cauchy principal value and

fmnðϖ; α; Rω0Þ≡ 4α
π
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Θðϖ − ðξmn=Rω0ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϖ2 − ðξmn=Rω0Þ2

p :

The magnitude of Δ − Δ0 is essentially controlled by the
difference in the noninertial and inertial terms captured in
fmnðϖ; α; Rω0Þ. For a given atom, one can vary the radius
of the cavity looking for a cavity configuration in which
either of the two terms dominates the other over a range of
field mode frequencies. Given the (principal value) integral
in Eq. (26), this difference then accumulates over the range
of field frequencies, possibly leading to a purely noninertial
signal stronger than the one obtained if the atom’s emission
rate is monitored [20]. Figure 3 shows that the magnitude of
Δ − Δ0 rises abruptly in the neighborhood of an atom-
cavity resonance point. Therefore, we proceed to inves-
tigateΔ − Δ0 more closely in the vicinity of an atom-cavity
resonance point.
In Fig. 4, the relative enhancement, F ðα; Rω0Þ≡

ðΔ − Δ0Þ=Δ0, of the purely noninertial energy level shift
over the inertial energy level shift is plotted as a function of

FIG. 3. Deviation Δ − Δ0 of the total energy level shift in a
Rindler atom (Δ) from the radiative shift in an atom moving
inertially ðΔ0Þ along the axis of a cylindrical cavity as a function
of the cavity-detuning parameter Rω0. The Rindler atom has
ω0=a ¼ 103. The red dots placed at Rω0 ¼ ξ0n; n ¼ 1, 2 mark the
first two atom-cavity resonance points. Note that the magnitude
of Δ − Δ0 rises in the neighborhood of the atom-cavity resonance
points. In Fig. 4, we investigate ðΔ − Δ0Þ=Δ0 by zooming in on
the first resonance point.
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and AiðxÞ is the Airy function. As in the inertial case, for
the atom’s radial position coordinate we take ρ0 ¼ 0. The
radiative energy shift is logarithmically divergent in the
sum over n. Therefore, we introduce a UV cutoff ñ on the
sum over n determined by ξ0ñ=R ¼ me=ℏ.
The total radiative energy shift computed above for a

Rindler atom has both inertial (i.e., the contribution that
survives the a → 0 limit) and purely noninertial contribu-
tions. We can obtain the purely noninertial contribution
as Δ − Δ0, where Δ0 is given by Eq. (19). The quantity
Δ − Δ0 gives the deviation of the radiative shift in a Rindler
atom from that in an inertial atom and, thus, is the signal of
interest. The purely noninertial radiative shift can be
expressed as a Cauchy principal value integral over the
field mode frequencies ϖ ≡ ωk=ω0 as (see Supplemental
Material [46])
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where P.V. denotes the Cauchy principal value and

fmnðϖ; α; Rω0Þ≡ 4α
π
coshðπϖαÞK2

iϖαðξmnα=Rω0Þ

−
Θðϖ − ðξmn=Rω0ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϖ2 − ðξmn=Rω0Þ2

p :

The magnitude of Δ − Δ0 is essentially controlled by the
difference in the noninertial and inertial terms captured in
fmnðϖ; α; Rω0Þ. For a given atom, one can vary the radius
of the cavity looking for a cavity configuration in which
either of the two terms dominates the other over a range of
field mode frequencies. Given the (principal value) integral
in Eq. (26), this difference then accumulates over the range
of field frequencies, possibly leading to a purely noninertial
signal stronger than the one obtained if the atom’s emission
rate is monitored [20]. Figure 3 shows that the magnitude of
Δ − Δ0 rises abruptly in the neighborhood of an atom-
cavity resonance point. Therefore, we proceed to inves-
tigateΔ − Δ0 more closely in the vicinity of an atom-cavity
resonance point.
In Fig. 4, the relative enhancement, F ðα; Rω0Þ≡

ðΔ − Δ0Þ=Δ0, of the purely noninertial energy level shift
over the inertial energy level shift is plotted as a function of

FIG. 3. Deviation Δ − Δ0 of the total energy level shift in a
Rindler atom (Δ) from the radiative shift in an atom moving
inertially ðΔ0Þ along the axis of a cylindrical cavity as a function
of the cavity-detuning parameter Rω0. The Rindler atom has
ω0=a ¼ 103. The red dots placed at Rω0 ¼ ξ0n; n ¼ 1, 2 mark the
first two atom-cavity resonance points. Note that the magnitude
of Δ − Δ0 rises in the neighborhood of the atom-cavity resonance
points. In Fig. 4, we investigate ðΔ − Δ0Þ=Δ0 by zooming in on
the first resonance point.
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and AiðxÞ is the Airy function. As in the inertial case, for
the atom’s radial position coordinate we take ρ0 ¼ 0. The
radiative energy shift is logarithmically divergent in the
sum over n. Therefore, we introduce a UV cutoff ñ on the
sum over n determined by ξ0ñ=R ¼ me=ℏ.
The total radiative energy shift computed above for a

Rindler atom has both inertial (i.e., the contribution that
survives the a → 0 limit) and purely noninertial contribu-
tions. We can obtain the purely noninertial contribution
as Δ − Δ0, where Δ0 is given by Eq. (19). The quantity
Δ − Δ0 gives the deviation of the radiative shift in a Rindler
atom from that in an inertial atom and, thus, is the signal of
interest. The purely noninertial radiative shift can be
expressed as a Cauchy principal value integral over the
field mode frequencies ϖ ≡ ωk=ω0 as (see Supplemental
Material [46])
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where P.V. denotes the Cauchy principal value and

fmnðϖ; α; Rω0Þ≡ 4α
π
coshðπϖαÞK2

iϖαðξmnα=Rω0Þ

−
Θðϖ − ðξmn=Rω0ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϖ2 − ðξmn=Rω0Þ2

p :

The magnitude of Δ − Δ0 is essentially controlled by the
difference in the noninertial and inertial terms captured in
fmnðϖ; α; Rω0Þ. For a given atom, one can vary the radius
of the cavity looking for a cavity configuration in which
either of the two terms dominates the other over a range of
field mode frequencies. Given the (principal value) integral
in Eq. (26), this difference then accumulates over the range
of field frequencies, possibly leading to a purely noninertial
signal stronger than the one obtained if the atom’s emission
rate is monitored [20]. Figure 3 shows that the magnitude of
Δ − Δ0 rises abruptly in the neighborhood of an atom-
cavity resonance point. Therefore, we proceed to inves-
tigateΔ − Δ0 more closely in the vicinity of an atom-cavity
resonance point.
In Fig. 4, the relative enhancement, F ðα; Rω0Þ≡

ðΔ − Δ0Þ=Δ0, of the purely noninertial energy level shift
over the inertial energy level shift is plotted as a function of

FIG. 3. Deviation Δ − Δ0 of the total energy level shift in a
Rindler atom (Δ) from the radiative shift in an atom moving
inertially ðΔ0Þ along the axis of a cylindrical cavity as a function
of the cavity-detuning parameter Rω0. The Rindler atom has
ω0=a ¼ 103. The red dots placed at Rω0 ¼ ξ0n; n ¼ 1, 2 mark the
first two atom-cavity resonance points. Note that the magnitude
of Δ − Δ0 rises in the neighborhood of the atom-cavity resonance
points. In Fig. 4, we investigate ðΔ − Δ0Þ=Δ0 by zooming in on
the first resonance point.
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and AiðxÞ is the Airy function. As in the inertial case, for
the atom’s radial position coordinate we take ρ0 ¼ 0. The
radiative energy shift is logarithmically divergent in the
sum over n. Therefore, we introduce a UV cutoff ñ on the
sum over n determined by ξ0ñ=R ¼ me=ℏ.
The total radiative energy shift computed above for a

Rindler atom has both inertial (i.e., the contribution that
survives the a → 0 limit) and purely noninertial contribu-
tions. We can obtain the purely noninertial contribution
as Δ − Δ0, where Δ0 is given by Eq. (19). The quantity
Δ − Δ0 gives the deviation of the radiative shift in a Rindler
atom from that in an inertial atom and, thus, is the signal of
interest. The purely noninertial radiative shift can be
expressed as a Cauchy principal value integral over the
field mode frequencies ϖ ≡ ωk=ω0 as (see Supplemental
Material [46])
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where P.V. denotes the Cauchy principal value and

fmnðϖ; α; Rω0Þ≡ 4α
π
coshðπϖαÞK2

iϖαðξmnα=Rω0Þ

−
Θðϖ − ðξmn=Rω0ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϖ2 − ðξmn=Rω0Þ2

p :

The magnitude of Δ − Δ0 is essentially controlled by the
difference in the noninertial and inertial terms captured in
fmnðϖ; α; Rω0Þ. For a given atom, one can vary the radius
of the cavity looking for a cavity configuration in which
either of the two terms dominates the other over a range of
field mode frequencies. Given the (principal value) integral
in Eq. (26), this difference then accumulates over the range
of field frequencies, possibly leading to a purely noninertial
signal stronger than the one obtained if the atom’s emission
rate is monitored [20]. Figure 3 shows that the magnitude of
Δ − Δ0 rises abruptly in the neighborhood of an atom-
cavity resonance point. Therefore, we proceed to inves-
tigateΔ − Δ0 more closely in the vicinity of an atom-cavity
resonance point.
In Fig. 4, the relative enhancement, F ðα; Rω0Þ≡

ðΔ − Δ0Þ=Δ0, of the purely noninertial energy level shift
over the inertial energy level shift is plotted as a function of

FIG. 3. Deviation Δ − Δ0 of the total energy level shift in a
Rindler atom (Δ) from the radiative shift in an atom moving
inertially ðΔ0Þ along the axis of a cylindrical cavity as a function
of the cavity-detuning parameter Rω0. The Rindler atom has
ω0=a ¼ 103. The red dots placed at Rω0 ¼ ξ0n; n ¼ 1, 2 mark the
first two atom-cavity resonance points. Note that the magnitude
of Δ − Δ0 rises in the neighborhood of the atom-cavity resonance
points. In Fig. 4, we investigate ðΔ − Δ0Þ=Δ0 by zooming in on
the first resonance point.
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A. Radiative energy level shift in an inertial atom

Consider an atom moving inertially on the trajectory x̃νðτÞ ¼ ðγτ; 0; 0; γv0τÞ along the axis of a long cylindrical cavity of
radius R. Here, γ ¼ ð1 − v20Þ−1=2 is the Lorentz factor. The vacuum field correlation function can be obtained, using Eq. (6),
to be

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
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Using the expression for the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν: k0z¼ γðkz−v0ωkÞ;ω0
k¼ γðωk−v0kzÞ, we get
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Therefore, the contribution of the vacuum fluctuations to the energy shift [Eq. (10a)] for energy level jbi of the inertial
atom is
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where Im(·) denotes the imaginary part of the argument. Therefore, the net energy shift due to vacuum fluctuations is
obtained as

Δvf ¼ ðδEeÞvf − ðδEgÞvf

¼ g2
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The contribution of self-reaction to the radiative energy shift is given by Eq. (10b). As CðS;bÞðuÞ is symmetric under the
exchange of b and d, it is straightforward to show that the contribution of the self-reaction to the radiative energy shift in
both an inertial and a Rindler two-level atom inside the cylindrical cavity vanishes, as it does in free space [45].
Accordingly, the total energy shift Δ0 is equal to the energy shift due to the vacuum fluctuations, that is, Δ0 ¼ Δvf . We
evaluate the integrals appearing in Eq. (18) as outlined in Supplemental Material [46] and obtain the radiative energy level
shift in an inertial atom to be
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The variation of Δ0=ω0g2 as a function of the cavity-
detuning parameter Rω0 is plotted in Fig. 2. For the atom’s
radial position coordinate, we take ρ0 ¼ 0 in Eq. (19) and
therefore the only nonzero term in the sum over m
corresponds to m ¼ 0. The Δ0 expression is logarithmi-
cally divergent in the sum over n. We address the
divergence by introducing a UV cutoff ñ on the sum over
n determined by ξ0ñ=R ¼ me=ℏ, where me is the rest mass
of an electron [47–49].

B. Radiative energy level shift in a Rindler atom

The Unruh effect is founded on the fact that the inertial
vacuum state of a free field restricted to either of the Rindler
wedges is a thermal state at temperature T ¼ a=2π, where a
is the acceleration of the Rindler observer [3,50]. As shown
in Supplemental Material [46], in the cavity setup consid-
ered here the inertial vacuum of the cavity field restricted
to, say, the right Rindler wedge is in fact a thermal state. A
uniformly accelerated atom moving along the axis of the
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A. Radiative energy level shift in an inertial atom

Consider an atom moving inertially on the trajectory x̃νðτÞ ¼ ðγτ; 0; 0; γv0τÞ along the axis of a long cylindrical cavity of
radius R. Here, γ ¼ ð1 − v20Þ−1=2 is the Lorentz factor. The vacuum field correlation function can be obtained, using Eq. (6),
to be

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
1

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dkz
ωk

e−iγðωk−v0kzÞðτ2−τ1Þ: ð15Þ

Using the expression for the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν: k0z¼ γðkz−v0ωkÞ;ω0
k¼ γðωk−v0kzÞ, we get

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
1

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dk0z
ω0
k
e−iω

0
kðτ2−τ1Þ: ð16Þ

Therefore, the contribution of the vacuum fluctuations to the energy shift [Eq. (10a)] for energy level jbi of the inertial
atom is

ðδEbÞvf ¼
g2

2ð2πRÞ2
X

d

jhbjμðτ0Þjdij2
X

m;n

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dk0z
ω0
k
Im

!Z
∞

0
du e−iðω

0
k−ωbdÞu −

Z
∞

0
du e−iðω

0
kþωbdÞu

"
; ð17Þ

where Im(·) denotes the imaginary part of the argument. Therefore, the net energy shift due to vacuum fluctuations is
obtained as

Δvf ¼ ðδEeÞvf − ðδEgÞvf

¼ g2

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dk0z
ω0
k
Im

!Z
∞

0
du e−iðω

0
k−ω0Þu −

Z
∞

0
du e−iðω

0
kþω0Þu

"
: ð18Þ

The contribution of self-reaction to the radiative energy shift is given by Eq. (10b). As CðS;bÞðuÞ is symmetric under the
exchange of b and d, it is straightforward to show that the contribution of the self-reaction to the radiative energy shift in
both an inertial and a Rindler two-level atom inside the cylindrical cavity vanishes, as it does in free space [45].
Accordingly, the total energy shift Δ0 is equal to the energy shift due to the vacuum fluctuations, that is, Δ0 ¼ Δvf . We
evaluate the integrals appearing in Eq. (18) as outlined in Supplemental Material [46] and obtain the radiative energy level
shift in an inertial atom to be

Δ0 ¼
g2ω0

π2ðRω0Þ
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The variation of Δ0=ω0g2 as a function of the cavity-
detuning parameter Rω0 is plotted in Fig. 2. For the atom’s
radial position coordinate, we take ρ0 ¼ 0 in Eq. (19) and
therefore the only nonzero term in the sum over m
corresponds to m ¼ 0. The Δ0 expression is logarithmi-
cally divergent in the sum over n. We address the
divergence by introducing a UV cutoff ñ on the sum over
n determined by ξ0ñ=R ¼ me=ℏ, where me is the rest mass
of an electron [47–49].

B. Radiative energy level shift in a Rindler atom

The Unruh effect is founded on the fact that the inertial
vacuum state of a free field restricted to either of the Rindler
wedges is a thermal state at temperature T ¼ a=2π, where a
is the acceleration of the Rindler observer [3,50]. As shown
in Supplemental Material [46], in the cavity setup consid-
ered here the inertial vacuum of the cavity field restricted
to, say, the right Rindler wedge is in fact a thermal state. A
uniformly accelerated atom moving along the axis of the
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• On a Rindler trajectory on the other hand  

Δ ≈
g2ω0α

2π2ðRω0Þ2
X̃m

m¼−m̃

X̃n

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

0

dϖ
ϖ

Z
1

ϖ

dκ
κ
sin

!
α ln

κ
ϖ

"
cos

!
ξmnα
2Rω0

ðϖ −ϖ−1 − κ þ κ−1Þ
"

þ g2ω0

ffiffiffi
α

p
ffiffiffi
2

p
πðRω0Þ2

X̃m

m¼−m̃

X̃n

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

1

dκ
κ
sin

!
α lnðκÞ − ξmnα

2Rω0

ðκ − κ−1Þ
"

×

8
>>>>>><

>>>>>>:

ðβ<mnαÞ1=6$
1−ðξmn

Rω0
Þ2
%
1=4 Ai½−ðβ<mnαÞ2=3&; ξmn

Rω0
< 1;

α1=6

32=3Γð2=3Þ ;
ξmn
Rω0

¼ 1;

ðβ>mnαÞ1=6$
ðξmn
Rω0

Þ2−1
%
1=4 Ai½ðβ>mnαÞ2=3&; ξmn

Rω0
> 1;

ð24Þ

where

β<mn ≡ 3

2

 

sech−1
!
ξmn

Rω0

"
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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!
ξmn

Rω0
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2

s !

; ð25aÞ

β>mn ≡ 3

2

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi!
ξmn

Rω0

"
2

− 1

s

− sec−1
!
ξmn

Rω0

"!

; ð25bÞ

and AiðxÞ is the Airy function. As in the inertial case, for
the atom’s radial position coordinate we take ρ0 ¼ 0. The
radiative energy shift is logarithmically divergent in the
sum over n. Therefore, we introduce a UV cutoff ñ on the
sum over n determined by ξ0ñ=R ¼ me=ℏ.
The total radiative energy shift computed above for a

Rindler atom has both inertial (i.e., the contribution that
survives the a → 0 limit) and purely noninertial contribu-
tions. We can obtain the purely noninertial contribution
as Δ − Δ0, where Δ0 is given by Eq. (19). The quantity
Δ − Δ0 gives the deviation of the radiative shift in a Rindler
atom from that in an inertial atom and, thus, is the signal of
interest. The purely noninertial radiative shift can be
expressed as a Cauchy principal value integral over the
field mode frequencies ϖ ≡ ωk=ω0 as (see Supplemental
Material [46])

Δ−Δ0¼
g2ω0

ð2πÞ2ðRω0Þ2
X

m;n

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

×
Z

∞

0
dϖfmnðϖ;α;Rω0ÞP:V:

!
1

ϖþ1
−

1

ϖ−1

"
;

ð26Þ

where P.V. denotes the Cauchy principal value and

fmnðϖ; α; Rω0Þ≡ 4α
π
coshðπϖαÞK2

iϖαðξmnα=Rω0Þ

−
Θðϖ − ðξmn=Rω0ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϖ2 − ðξmn=Rω0Þ2

p :

The magnitude of Δ − Δ0 is essentially controlled by the
difference in the noninertial and inertial terms captured in
fmnðϖ; α; Rω0Þ. For a given atom, one can vary the radius
of the cavity looking for a cavity configuration in which
either of the two terms dominates the other over a range of
field mode frequencies. Given the (principal value) integral
in Eq. (26), this difference then accumulates over the range
of field frequencies, possibly leading to a purely noninertial
signal stronger than the one obtained if the atom’s emission
rate is monitored [20]. Figure 3 shows that the magnitude of
Δ − Δ0 rises abruptly in the neighborhood of an atom-
cavity resonance point. Therefore, we proceed to inves-
tigateΔ − Δ0 more closely in the vicinity of an atom-cavity
resonance point.
In Fig. 4, the relative enhancement, F ðα; Rω0Þ≡

ðΔ − Δ0Þ=Δ0, of the purely noninertial energy level shift
over the inertial energy level shift is plotted as a function of

FIG. 3. Deviation Δ − Δ0 of the total energy level shift in a
Rindler atom (Δ) from the radiative shift in an atom moving
inertially ðΔ0Þ along the axis of a cylindrical cavity as a function
of the cavity-detuning parameter Rω0. The Rindler atom has
ω0=a ¼ 103. The red dots placed at Rω0 ¼ ξ0n; n ¼ 1, 2 mark the
first two atom-cavity resonance points. Note that the magnitude
of Δ − Δ0 rises in the neighborhood of the atom-cavity resonance
points. In Fig. 4, we investigate ðΔ − Δ0Þ=Δ0 by zooming in on
the first resonance point.

STRONG NONINERTIAL RADIATIVE SHIFTS IN ATOMIC … PHYS. REV. D 110, 085007 (2024)

085007-7

• Again, slightly off resonant cavity helps enhance the thermal fluctuations 

cylindrical cavity will therefore experience modified field
correlations underlying the Unruh effect. Thus, the radia-
tive energy shift, among other properties, in the atom will
be modified with a distinct acceleration-induced signature
(see Supplemental Material [46] for more details). This
acceleration-induced contribution is the signal of interest to
us. In this subsection, we compute the field statistical
functions CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ and χðRÞðx̃ðτÞ; x̃ðτ0ÞÞ for a
Rindler atom moving along the axis of the cylindrical
cavity. For an atom undergoing uniform linear acceleration
along the z axis, its trajectory in the lab frame parametrized
by its proper time τ and expressed in cylindrical coordinates
is given by [53]

tðτÞ ¼ a−1 sinhðaτÞ;
zðτÞ ¼ a−1 coshðaτÞ;

ρ ¼ ρ0; θ ¼ θ0: ð20Þ

Therefore, the symmetric field correlation function (14a) evaluates to

CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ ¼ 1

2

1

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dk0z
ω0
k

!
e−ið2ω

0
k=aÞ sinhðau=2Þ þ eið2ω

0
k=aÞ sinhðau=2Þ

"
; ð21Þ

where we defined u ¼ τ − τ0; v ¼ ðτ þ τ0Þ=2 and we used the expressions ω0
k ¼ ωk coshðavÞ − kz sinhðavÞ and k0z ¼

kz coshðavÞ − ωk sinhðavÞ for the components of the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν. We also used
dkz=ωk ¼ dk0z=ω0

k. Note that the two-point field correlation function h0jΦðx̃ðτÞÞΦðx̃ðτ0ÞÞj0i satisfies the Kubo-Martin-
Schwinger condition h0jΦð−u − iβÞΦð0Þj0i ¼ h0jΦðuÞΦð0Þj0i [54–56], ensuring that the atom thermalizes in the long-
time interaction limit [57].
Therefore, the radiative energy shift in an atomic energy eigenstate jbi due to the reservoir (field) fluctuations [Eq. (10a)]

is given by

ðδEbÞrf ¼ −
ig2

4ð2πRÞ2
X

d

jhbjμð0Þjdij2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

0
du
Z

∞

−∞

dk0z
ω0
k
ðeiωbdu − e−iωbduÞ

×
!
e−ið2ω

0
k=aÞ sinhðau=2Þ þ eið2ω

0
k=aÞ sinhðau=2Þ

"
: ð22Þ

For a two-level atom, the contribution from reservoir fluctuations to the net radiative shift in the atomic levels is thus
given by

Δ̃rf ¼ ðδEeÞrf − ðδEgÞrf

¼ g2

ð2πRÞ2
X

m;n

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

0
du
Z

∞

−∞

dk0z
ω0
k
Im

!
e−ið2ω

0
k=aÞ sinhðau=2Þeiω0u þ eið2ω

0
k=aÞ sinhðau=2Þeiω0u

"
: ð23Þ

Since the contribution of self-reaction to the radiative energy shift vanishes, Δ̃rf is, in fact, the total radiative energy shift in
the Rindler atom. Next, as outlined in Supplemental Material [46], we cast the expression for the radiative energy shift in a
form suitable for obtaining radiative energy shift versus cavity detuning parameter plots. For the total radiative energy level
shift of a Rindler atom inside a cylindrical cavity in the α≡ ω0=a ≫ 1 regime, we obtain

FIG. 2. Variation of the energy level shift in an inertial atom
moving along the axis of a cylindrical cavity as a function of the
cavity-detuning parameter Rω0. For reference, red dots have been
placed at Rω0 ¼ ξ0n, n ¼ 1, 2, 3, that is, at the first three atom-
cavity resonance points. Refer to Eq. (19) and the discussion that
follows.
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the cavity-detuning parameter Rω0 in the neighborhood of
the first atom-cavity resonance point ξ01. Obtaining F ≳ 1
in the parameter regime in which the inertial radiative
energy shift Δ0 has already been investigated experimen-
tally (see, for example, Ref. [32]) means that the inertial
setup adapted to the noninertial setting considered here can
unambiguously resolve the purely noninertial signal.
From Fig. 4, we note that smaller accelerations lead to a

larger enhancement but require the specification of the
cavity’s radius (or, equivalently, cavity’s normal frequency)
with a greater precision. A relative enhancement in the
range 1 to 50 can be obtained inside a suitably designed
cavity. For example, for an atom with ω0 ∼ 10 GHz, to
obtain a relative enhancement ∼50 with α ∼ 109 (i.e.,
a ∼ 3 × 109 m=s2), the cavity radius ðR0 ∼ 6 cmÞ needs
to be specified with an uncertainty of no more than
∼10 nm. We can compare the precision required in the
specification of the cavity’s radius here with that achieved
in an experiment [32] measuring the radiative shift of
Rydberg energy levels in an inertial atom between parallel

metal plates, in which “interplate distances ranging from
0.5 to 3 mm were monitored by means of an interfero-
metric measuring device with a maximum uncertainty of
#1 μm” [32]. This corresponds to a relative precision
δd=d0 ∼ 10−3 in the determination of the interplate dis-
tance. Table I lists the achievable relative enhancement of
the purely noninertial signal and correspondingly required

FIG. 4. Relative enhancement of the purely noninertial energy level shift over the inertial energy level shift, ðΔ − Δ0Þ=Δ0, as a
function of the cavity detuning, where Rω0 ¼ ξ01 þ ϵ. We define α≡ ω0=a. For figures (a)–(d) the values are 103, 105, 107, and 109,
respectively.

TABLE I. Achievable relative enhancement F and required
relative precision δR=R0 in the design of the cavity for various
values of the Rindler atom’s proper acceleration. Here, R0 is
defined as ω0R0=c≡ ξ01. In contrast, the relative enhancement in
the emission rate is of the order of 1 for the range of accelerations
considered here [20].

α ¼ ω0c=a δR=R0 F

105 10−5 1
107 10−6 10
109 10−7 50
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• More pronounced shifts in the neighbourhood of resonance points 

cylindrical cavity will therefore experience modified field
correlations underlying the Unruh effect. Thus, the radia-
tive energy shift, among other properties, in the atom will
be modified with a distinct acceleration-induced signature
(see Supplemental Material [46] for more details). This
acceleration-induced contribution is the signal of interest to
us. In this subsection, we compute the field statistical
functions CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ and χðRÞðx̃ðτÞ; x̃ðτ0ÞÞ for a
Rindler atom moving along the axis of the cylindrical
cavity. For an atom undergoing uniform linear acceleration
along the z axis, its trajectory in the lab frame parametrized
by its proper time τ and expressed in cylindrical coordinates
is given by [53]

tðτÞ ¼ a−1 sinhðaτÞ;
zðτÞ ¼ a−1 coshðaτÞ;

ρ ¼ ρ0; θ ¼ θ0: ð20Þ

Therefore, the symmetric field correlation function (14a) evaluates to

CðRÞðx̃ðτÞ; x̃ðτ0ÞÞ ¼ 1

2

1

ð2πRÞ2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

−∞

dk0z
ω0
k

!
e−ið2ω

0
k=aÞ sinhðau=2Þ þ eið2ω

0
k=aÞ sinhðau=2Þ

"
; ð21Þ

where we defined u ¼ τ − τ0; v ¼ ðτ þ τ0Þ=2 and we used the expressions ω0
k ¼ ωk coshðavÞ − kz sinhðavÞ and k0z ¼

kz coshðavÞ − ωk sinhðavÞ for the components of the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν. We also used
dkz=ωk ¼ dk0z=ω0

k. Note that the two-point field correlation function h0jΦðx̃ðτÞÞΦðx̃ðτ0ÞÞj0i satisfies the Kubo-Martin-
Schwinger condition h0jΦð−u − iβÞΦð0Þj0i ¼ h0jΦðuÞΦð0Þj0i [54–56], ensuring that the atom thermalizes in the long-
time interaction limit [57].
Therefore, the radiative energy shift in an atomic energy eigenstate jbi due to the reservoir (field) fluctuations [Eq. (10a)]

is given by

ðδEbÞrf ¼ −
ig2

4ð2πRÞ2
X

d

jhbjμð0Þjdij2
X∞

m¼−∞

X∞

n¼1

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

0
du
Z

∞

−∞

dk0z
ω0
k
ðeiωbdu − e−iωbduÞ

×
!
e−ið2ω

0
k=aÞ sinhðau=2Þ þ eið2ω

0
k=aÞ sinhðau=2Þ

"
: ð22Þ

For a two-level atom, the contribution from reservoir fluctuations to the net radiative shift in the atomic levels is thus
given by

Δ̃rf ¼ ðδEeÞrf − ðδEgÞrf

¼ g2

ð2πRÞ2
X

m;n

J2mðξmnρ0=RÞ
J2jmjþ1ðξmnÞ

Z
∞

0
du
Z

∞

−∞

dk0z
ω0
k
Im

!
e−ið2ω

0
k=aÞ sinhðau=2Þeiω0u þ eið2ω

0
k=aÞ sinhðau=2Þeiω0u

"
: ð23Þ

Since the contribution of self-reaction to the radiative energy shift vanishes, Δ̃rf is, in fact, the total radiative energy shift in
the Rindler atom. Next, as outlined in Supplemental Material [46], we cast the expression for the radiative energy shift in a
form suitable for obtaining radiative energy shift versus cavity detuning parameter plots. For the total radiative energy level
shift of a Rindler atom inside a cylindrical cavity in the α≡ ω0=a ≫ 1 regime, we obtain

FIG. 2. Variation of the energy level shift in an inertial atom
moving along the axis of a cylindrical cavity as a function of the
cavity-detuning parameter Rω0. For reference, red dots have been
placed at Rω0 ¼ ξ0n, n ¼ 1, 2, 3, that is, at the first three atom-
cavity resonance points. Refer to Eq. (19) and the discussion that
follows.
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• As. Before : The fall in radiative shift away from resonance is less 
steep and non monotonous 

• This gives a more room for tuning cavity geometry : A more sensitive 
measure 

• Generalisable for other accelerating setting as well

Navdeep Arya, Sandeep Goyal ; Phys. Rev. D (2024)
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Abstract

I. INTRODUCTION

II. DECAY OF A SCALAR PARTICLE IN FREE SPACE (LEADING ORDER CALCULATION)

Let us examine the following Lagrangian, which involves two real scalar fields, � and �.

L =
1

2
@µ�@µ�� 1

2
M2�2 +

1

2
@µ�@µ�� 1

2
m2�2 � ���� (1)

The final term in the Lagrangian represents an interaction through which a � particle can decay into two � particles,
provided that the mass condition M > 2m is satisfied. Assuming this is the case, we can proceed to calculate the
lifetime of the � particle. Two-body decay rate is defined as,

� =
1

2M

Z
d3 ~p1d3 ~p2
(2⇡)6

1

4Ep1Ep2

|M(� ! ��)|2(2⇡)4�4(P� � p1� � p2�) (2)

To lowest order in � , the amplitude M is

iM = 2i� (3)

Here, the delta function can be written as

�4(P� � p1� � p2�) = �(M � Ep1 � Ep2)�
3(~P � ~p1 � ~p2) (4)

Now we consider the � particle is at rest so ~P = 0. Now we can write the decay rate as the

� =
�2

M

Z
d3 ~p1
(2⇡)2

1

4Ep1Ep2

�(M � Ep1 � Ep2)�
3(~p1 + ~p2) (5)

Now integration with respect to p2 gives

� =
�2

M

Z
d3 ~p1
(2⇡)2

1

4E2
p1

�(M � 2Ep1) (6)

Using the mass condition for particle � we get

� =
�2

M

Z
d3 ~p1
(2⇡)2

1

4(~p1
2 +m2)

�
�
M � 2

q
~p1

2 +m2
�

(7)

We now employ the identity for the Dirac delta function: �(f(p)) =
P

i
�(p�pi)
|f 0(pi)| . Additionally, in momentum space,
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III. DECAY OF SCALAR PARTICLE INSIDE RECTANGULAR CAVITY (LEADING ORDER

CALCULATION)

Here, we aim to calculate the decay rate for the same Lagrangian as in Section (1), but this time inside a cavity
rather than in free space. To simplify the calculation, we consider a rectangular cavity that is open along the z-
direction and has boundaries in the x and y directions. We also assume that the new particle � is massless. These
simplifications are made purely for computational ease; however, the approach can be generalized to an arbitrary
cavity geometry and nonzero mass for the � particle.
To calculate the decay rate, we first need to determine the amplitude M. In Section (1), this was straightforward
because the decay occurred in free space, allowing us to use the standard Feynman method. At leading order in
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• Field interaction : How fields talk to each other 

2
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R
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fields and the � field with the corresponding external momenta. A straightforward calculation yields the expression
on the right-hand side of Equation (3). In the case of the cavity, we take advantage of the fact that it is open
along the z-direction. This allows us to treat the fields as quantum fields along the z-axis, while applying standard
quantum mechanics in the x and y directions. Specifically, by solving the Klein-Gordon equation, we expand the
field in terms of free wave modes along the z-direction and bound state modes along the x and y directions. Bound
states arise due to the boundary conditions imposed on the fields, which require them to vanish at the boundaries�
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Equations (9) and (10) represent the solution to the Klein-Gordon equation and the corresponding dispersion relation
for the field �. The dispersion relation clearly shows the impact of the boundary conditions along the x and y
directions, which result in the discretization of kx and ky.
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One point to note here is that we have chosen two di↵erent sets of discrete modes (n1,m1) and (n2,m2) for the two
� fields to keep the discussion more general. However, since both fields are identical, one could also choose the same
set of modes for both.
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In equation (15), we are essentially calculating the probability of transitioning from a one-particle state |P i with
momentum P to a two-particle state |p1, p2i with momenta p1 and p2. This description of particle states with definite

What they end up doing to each other is captured in 

• Illustrative example : Particle decay 

• Coupling hierarchy sets up the dominant decay channels 

Selective enhancement of quantum decay channels
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One of the primary reasons behind the di�culty in observing the Unruh e↵ect is that for achievable
acceleration scales the finite temperature e↵ects are significant only for the low frequency modes of
the field. Since the density of field modes falls for small frequencies in free space, the field modes
which are relevant for the thermal e↵ects would be less in number to make an observably significant
e↵ect. In this work, we investigate the response of a Unruh-DeWitt detector coupled to a massless
scalar field which is confined in a long cylindrical cavity. The density of field modes inside such
a cavity shows a resonance structure i.e. it rises abruptly for some specific cavity configurations.
We show that an accelerating detector inside the cavity exhibits a non-trivial excitation and de-
excitation rates for small accelerations around such resonance points. If the cavity parameters are
adjusted to lie in a neighborhood of such resonance points, the (small) acceleration-induced emission
rate can be made much larger than the already observable inertial emission rate. We comment on
the possibilities of employing this detector-field-cavity system in the experimental realization of
Unruh e↵ect, and argue that the necessity of extremely high acceleration can be traded o↵ in favor
of precision in cavity manufacturing for realizing non-inertial field theoretic e↵ects in laboratory
settings.

Introduction– Quantum field theory comes up with
many intriguing phenomenon involving fundamental
fields. Di↵erent fields interacting with each other mod-
ify the spectrum of outgoing states compared to the in-
coming state post interaction. These shift in the state
depends upon strength of interaction and permissibility
of processes withtin the domain of interacting quantum
fields.

In the phenomenological setting, the imprints of a pro-
cess is tried to be estimated through its potential e↵ects
on the in-state. However this is a ambitious exercise as
there is always a hierarchy o↵ strength of decay channels.
Usually the most strongly coupled channel dominates the
output state in any scattering or decay process. Thus to
decipher the marginal contributions of a subdominant
decay channel is typically a herculean task. The usual
way of uncovering such characteristics of such processes
is to keep studying this process at higher and higher en-

ergies where the contributions of such secondary chan-
nels becomes somewhat larger. Even in this program,
ultimately what we really study is the deviation o↵ the
observed data from the prediction of the primary decay
channel. Thus, in such studies we end up constraining
the collecctive contribution of all subdominant processes.

In this work, we show that using the judicisous oundary
conditions we can potentially enhance any of the decay
channel in quantum field theory, despite that not being
the primary channel in terms of coupling strength but
can still make it the most prominent route of decays in
specific boundary conditions. We demonstrate this con-
cept therough the study of scalar fields, but the ideas
developed here are quite general and can e applied to
any field in which we have handle on at least one of the
participant fields in the process in terms of controlling
its boundary conditions.
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It is well known that the particle content of a quantum field is observer dependent [1], a fact manifested in nu-
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Decay rate and branching ratio
• The decay rate is dependent on the “effective coupling” 

• Weak coupling : Longer decay 

•  Migrate to high energy to appreciate this process !
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I. INTRODUCTION

II. DECAY OF A SCALAR PARTICLE IN FREE SPACE (LEADING ORDER CALCULATION)

Let us examine the following Lagrangian, which involves two real scalar fields, � and �.
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The final term in the Lagrangian represents an interaction through which a � particle can decay into two � particles,
provided that the mass condition M > 2m is satisfied. Assuming this is the case, we can proceed to calculate the
lifetime of the � particle. Two-body decay rate is defined as,
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To lowest order in � , the amplitude M is

iM = 2i� (3)

Here, the delta function can be written as

�4(P� � p1� � p2�) = �(M � Ep1 � Ep2)�
3(~P � ~p1 � ~p2) (4)

Now we consider the � particle is at rest so ~P = 0. Now we can write the decay rate as the
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We now employ the identity for the Dirac delta function: �(f(p)) =
P

i
�(p�pi)
|f 0(pi)| . Additionally, in momentum space,

the volume element is expressed as d3~p = 4⇡p2dp. A straightforward calculation then yields the decay rate as follows:
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III. DECAY OF SCALAR PARTICLE INSIDE RECTANGULAR CAVITY (LEADING ORDER

CALCULATION)

Here, we aim to calculate the decay rate for the same Lagrangian as in Section (1), but this time inside a cavity
rather than in free space. To simplify the calculation, we consider a rectangular cavity that is open along the z-
direction and has boundaries in the x and y directions. We also assume that the new particle � is massless. These
simplifications are made purely for computational ease; however, the approach can be generalized to an arbitrary
cavity geometry and nonzero mass for the � particle.
To calculate the decay rate, we first need to determine the amplitude M. In Section (1), this was straightforward
because the decay occurred in free space, allowing us to use the standard Feynman method. At leading order in
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A. Radiative energy level shift in an inertial atom

Consider an atom moving inertially on the trajectory x̃νðτÞ ¼ ðγτ; 0; 0; γv0τÞ along the axis of a long cylindrical cavity of
radius R. Here, γ ¼ ð1 − v20Þ−1=2 is the Lorentz factor. The vacuum field correlation function can be obtained, using Eq. (6),
to be
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Using the expression for the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν: k0z¼ γðkz−v0ωkÞ;ω0
k¼ γðωk−v0kzÞ, we get
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Therefore, the contribution of the vacuum fluctuations to the energy shift [Eq. (10a)] for energy level jbi of the inertial
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where Im(·) denotes the imaginary part of the argument. Therefore, the net energy shift due to vacuum fluctuations is
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The contribution of self-reaction to the radiative energy shift is given by Eq. (10b). As CðS;bÞðuÞ is symmetric under the
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The variation of Δ0=ω0g2 as a function of the cavity-
detuning parameter Rω0 is plotted in Fig. 2. For the atom’s
radial position coordinate, we take ρ0 ¼ 0 in Eq. (19) and
therefore the only nonzero term in the sum over m
corresponds to m ¼ 0. The Δ0 expression is logarithmi-
cally divergent in the sum over n. We address the
divergence by introducing a UV cutoff ñ on the sum over
n determined by ξ0ñ=R ¼ me=ℏ, where me is the rest mass
of an electron [47–49].

B. Radiative energy level shift in a Rindler atom

The Unruh effect is founded on the fact that the inertial
vacuum state of a free field restricted to either of the Rindler
wedges is a thermal state at temperature T ¼ a=2π, where a
is the acceleration of the Rindler observer [3,50]. As shown
in Supplemental Material [46], in the cavity setup consid-
ered here the inertial vacuum of the cavity field restricted
to, say, the right Rindler wedge is in fact a thermal state. A
uniformly accelerated atom moving along the axis of the
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One of the primary reasons behind the di�culty in observing the Unruh e↵ect is that for achievable
acceleration scales the finite temperature e↵ects are significant only for the low frequency modes of
the field. Since the density of field modes falls for small frequencies in free space, the field modes
which are relevant for the thermal e↵ects would be less in number to make an observably significant
e↵ect. In this work, we investigate the response of a Unruh-DeWitt detector coupled to a massless
scalar field which is confined in a long cylindrical cavity. The density of field modes inside such
a cavity shows a resonance structure i.e. it rises abruptly for some specific cavity configurations.
We show that an accelerating detector inside the cavity exhibits a non-trivial excitation and de-
excitation rates for small accelerations around such resonance points. If the cavity parameters are
adjusted to lie in a neighborhood of such resonance points, the (small) acceleration-induced emission
rate can be made much larger than the already observable inertial emission rate. We comment on
the possibilities of employing this detector-field-cavity system in the experimental realization of
Unruh e↵ect, and argue that the necessity of extremely high acceleration can be traded o↵ in favor
of precision in cavity manufacturing for realizing non-inertial field theoretic e↵ects in laboratory
settings.

Introduction– Quantum field theory comes up with
many intriguing phenomenon involving fundamental
fields. Di↵erent fields interacting with each other mod-
ify the spectrum of outgoing states compared to the in-
coming state post interaction. These shift in the state
depends upon strength of interaction and permissibility
of processes withtin the domain of interacting quantum
fields.

In the phenomenological setting, the imprints of a pro-
cess is tried to be estimated through its potential e↵ects
on the in-state. However this is a ambitious exercise as
there is always a hierarchy o↵ strength of decay channels.
Usually the most strongly coupled channel dominates the
output state in any scattering or decay process. Thus to
decipher the marginal contributions of a subdominant
decay channel is typically a herculean task. The usual
way of uncovering such characteristics of such processes
is to keep studying this process at higher and higher en-

ergies where the contributions of such secondary chan-
nels becomes somewhat larger. Even in this program,
ultimately what we really study is the deviation o↵ the
observed data from the prediction of the primary decay
channel. Thus, in such studies we end up constraining
the collecctive contribution of all subdominant processes.

In this work, we show that using the judicisous oundary
conditions we can potentially enhance any of the decay
channel in quantum field theory, despite that not being
the primary channel in terms of coupling strength but
can still make it the most prominent route of decays in
specific boundary conditions. We demonstrate this con-
cept therough the study of scalar fields, but the ideas
developed here are quite general and can e applied to
any field in which we have handle on at least one of the
participant fields in the process in terms of controlling
its boundary conditions.
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Table 11.3: The branching ratios and the relative uncertainty for a SM
Higgs boson with mH = 125 GeV [39,40].

Decay channel Branching ratio Rel. uncertainty

H æ ““ 2.27◊ 10≠3 2.1%

H æ ZZ 2.62◊ 10≠2
±1.5%

H æW
+
W

≠ 2.14◊ 10≠1
±1.5%

H æ ·
+
·
≠ 6.27 ◊10≠2

±1.6%

H æ bb̄ 5.82◊ 10≠1 +1.2%
≠1.3%

H æ cc̄ 2.89◊ 10≠2 +5.5%
≠2.0%

H æ Z“ 1.53◊ 10≠3
±5.8%

H æ µ
+
µ
≠ 2.18◊ 10≠4

±1.7%

tainty of +4.0%
≠3.9%. The branching ratios for the most relevant decay modes of the SM Higgs boson as

a function of mH , including the most recent theoretical uncertainties, are shown in Fig. 11.2 (right)
and listed for mH = 125 GeV in Table 11.3. Further details of these calculations can be found in
the reviews [37–40] and references therein.

11.3 The experimental profile of the Higgs boson

The observation [1, 2] at the LHC of a narrow resonance with a mass of about 125GeV was
an important landmark in the decades-long direct search [44, 139] for the SM Higgs boson. This
observation is being followed by a detailed exploration of properties of the Higgs boson at the
di�erent runs of the LHC at

Ô
s = 7, 8,13 and 13.6 TeV.

The dataset at
Ô
s =13 TeV collected during the Run-2 phase of the LHC operation is the largest

analysed dataset so far and corresponds to an integrated luminosity of about 160 fb≠1 delivered to
the ATLAS and CMS experiments, see Table 11.4 [140]. The datasets e�ectively useful for analysis
need to take into account the data-taking e�ciency with fully operational detectors and the data
quality e�ciency. The typical total ine�ciency for both ATLAS and CMS is approximately 10%,
where approximately half is due to the data aquisition ine�ciency and the other half from data
quality requirements.

In this section, most of the references for the Run-1 measurements that have been updated
with the data delivered in Run 2 are given in the previous version of this review [141] and are not
repeated herein.

11.3.1 The principal decay channels of the Higgs boson
For a given mH , the sensitivity of a channel depends on the production cross section of the Higgs

boson, its decay branching fraction, the reconstructed mass resolution, the selection e�ciency and
the level of background in the final state. It is defined typically as the expected significance for
the observation of a given process or in terms of expected upper limit at 95% Confidence Level
(CL). At the LHC, for a Higgs boson with a mass close to 125 GeV, five decay channels play an
important role. In the H æ ““ and H æ ZZ

ú
æ 4¸ channels, all final state particles can be

very precisely measured and the reconstructed mH resolution is excellent (typically 1-2%). The
H æ W

±
W

û(ú)
æ ¸

+
‹¸¸

Õ≠
‹̄¸Õ channel has a relatively large branching fraction. However, the
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Figure 9: Higgs boson branching ratios and their uncertainties for the mass range around 125 GeV.

While about half of this shift is due to the change in ↵s, the remaining part comes from improvements
in HDECAY, in particular from the inclusion of charm-quark-loop contributions and NLO quark-mass
effects. The partial widths for the other bosonic decay modes change at the level of one per mille or
below. The total width increases by approximately 0.5%. Correspondingly, the relative increase for the
central value of the H ! bb BR is approximately 1%. The relative decrease in the other fermionic
modes is below 1%. For H ! gg, the relative decrease of the BR is approximately 4%. The relative
decrease of the other bosonic BRs is below 1%, only.

The error estimates on the BRs also change as discussed in the following: The total error on
the H ! bb BR decreases to below 2% due to the reduced errors on ↵s and the bottom quark mass
and the reduced THU. Since the error on H ! bb is a major source of uncertainty for all the other
BRs, their error is reduced by more than 2% due to this improvement alone. In addition, the other
fermionic modes benefit from the reduced THU after the inclusion of the full EW corrections, such that
the corresponding errors are reduced roughly by a factor of 2 to below 2.5% for the leptonic final states
and to below 7% for H ! cc. Also the error estimates for the bosonic decay modes are decreased,
mainly due to the improvements in H ! bb. In particular, the error for the decay into massive vector
bosons is approximately 2%, i.e. half as big as before. The errors on the partial widths are discussed in
Section I.3.1.c.

The BRs for the fermionic decay modes are shown in Tables 174–175. The BRs for the bosonic
decay modes together with the total width are given in Tables 176–178. Besides the BRs, the tables list
also the corresponding theoretical uncertainties (THU) and parametric uncertainties resulting from the
quark masses (PU(mq)) and the strong coupling (PU(↵s)). The PUs from the different quark masses
have been added in quadrature. The BRs (including the full uncertainty) are also presented graphically
in Figure 9 for the mass region around the Higgs boson resonance.

Finally, Tables 179–181 list the BRs for the most relevant Higgs boson decays into four-fermion
final states. The right-most column in the tables shows the total relative uncertainty of these BRs in
per cent, obtained by adding the PUs in quadrature and combining them linearly with the THU. The
uncertainty is practically equal for all H ! 4f BRs and the same for those for H ! WW/ZZ. Note that
the charge-conjugate final state is not included for H ! `+nlqq.
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Table 11.3: The branching ratios and the relative uncertainty for a SM
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In equation (15), we are essentially calculating the probability of transitioning from a one-particle state |P i with
momentum P to a two-particle state |p1, p2i with momenta p1 and p2. This description of particle states with definite
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One point to note here is that we have chosen two di↵erent sets of discrete modes (n1,m1) and (n2,m2) for the two
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Equations (9) and (10) represent the solution to the Klein-Gordon equation and the corresponding dispersion relation
for the field �. The dispersion relation clearly shows the impact of the boundary conditions along the x and y
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In equation (15), we are essentially calculating the probability of transitioning from a one-particle state |P i with
momentum P to a two-particle state |p1, p2i with momenta p1 and p2. This description of particle states with definite
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momentum P to a two-particle state |p1, p2i with momenta p1 and p2. This description of particle states with definite
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momentum is inherently rooted in quantum field theory, as these are Fock space basis states. In the cavity setup
discussed earlier, since only the z-direction remains a free spatial dimension, we are e↵ectively working within a
(1+1)-dimensional quantum field theory. This is evident from the integrations over z and t in the first line, which
result in a 2-momentum conservation condition expressed via a Dirac delta function. Now, what about the other two
directions? If we ignore the z-direction for a moment, the boundary conditions on the fields e↵ectively turn the cavity
into a two-dimensional infinite potential well. Therefore, the integration over the x and y directions in the first line
represents the overlap of three normalized quantum states: �n3,m3 , �n1,m1 , and �n2,m2 .

Finally, in the last line, we see that the appearance of An1,n2,n3 and Bm1,m2,m3 arises from the integration over the
x and y directions, while the delta functions result from the integration over z and t. If we compare this with the
free space case, the result in free space contains a 4-dimensional delta function instead of a 2-dimensional one. This
clearly indicates a violation of four-momentum conservation if we interpret this as a (1+3)-dimensional quantum field
theory. This is expected because the presence of boundaries along x and y directions breaks translational invariance.
However, if we treat this as a (1+1)-dimensional quantum field theory, then there is no such issue.
Moreover, if we focus only on the 2-dimensional delta function, the result matches what we would get using the
Feynman method by contracting the fields with external momenta in (1+1) dimensions. One might wonder about the
role of the coe�cients An1,n2,n3 and Bm1,m2,m3 in our calculation. As we will see, the core results of our work remain
una↵ected by the presence of these coe�cients, although they can complicate the calculations. Therefore, in tree-level
computations, we include them to explicitly demonstrate their lack of influence on the main results. However, in
loop-level calculations, we omit them for simplicity.

Let us now move on to the calculation of the decay rate. In this calculation, we assume that the decaying particle
(�) is at rest and occupies the ground state corresponding to the lowest bound state mode. Therefore, we set its

momentum along the z-direction to zero (k(3)z = 0) and take n3 = 1,m3 = 1
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We use the same decay rate formula in the above calculation, but adapted to an e↵ective (1+1)-dimensional framework.
The additional factors An1,n2,n3 and Bm1,m2,m3 appear through the amplitude M. In the second line, we have used
the fact that the decaying particle is at rest. The summation is performed on all possible bound states.

After performing the integration over k (for further details, see Appendix A), equation (16) yields the following
expression for the decay rate:
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With this result from the tree-level calculation, we are now in a position to discuss the main thesis of our work.
From the expression for the decay rate, we observe that the term under the square root diverges for a specific value
of L, indicating the presence of a ’sweet spot’ within the cavity where the decay rate becomes significantly large. It’s
evident from the expression that this divergence arises purely due to the geometry of the cavity, which in itself is a
highly nontrivial result. However, we aim to go a step further—if we can demonstrate that a divergence also appears
in the loop-level calculation, but at a di↵erent location within the cavity, then this would be even more remarkable.
It would imply that, at that specific point, the contribution to the decay rate from loop corrections surpasses that of
the tree-level result.
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We use the same decay rate formula in the above calculation, but adapted to an e↵ective (1+1)-dimensional framework.
The additional factors An1,n2,n3 and Bm1,m2,m3 appear through the amplitude M. In the second line, we have used
the fact that the decaying particle is at rest. The summation is performed on all possible bound states.

After performing the integration over k (for further details, see Appendix A), equation (16) yields the following
expression for the decay rate:

� = 2
�2

ML2

X

n1,n2

X

m1,m2

�
An1,n2,1

�2�
Bm1,m2,1

�2

✓
M2+ ⇡2

L2 (n2
1+m2

1�n2
2�m2

2)

2M +

r�
M2+ ⇡2

L2 (n2
1+m2

1�n2
2�m2

2)
�2

4M2 + ⇡2

L2 (n2
2 +m2

2 � n2
1 �m2

1)

◆

⇥ 1r�
M2+ ⇡2

L2 (n2
1+m2

1�n2
2�m2

2)
�2

4M2 � ⇡2

L2 (n2
1 +m2

1)

(17)

With this result from the tree-level calculation, we are now in a position to discuss the main thesis of our work.
From the expression for the decay rate, we observe that the term under the square root diverges for a specific value
of L, indicating the presence of a ’sweet spot’ within the cavity where the decay rate becomes significantly large. It’s
evident from the expression that this divergence arises purely due to the geometry of the cavity, which in itself is a
highly nontrivial result. However, we aim to go a step further—if we can demonstrate that a divergence also appears
in the loop-level calculation, but at a di↵erent location within the cavity, then this would be even more remarkable.
It would imply that, at that specific point, the contribution to the decay rate from loop corrections surpasses that of
the tree-level result.

• Transition amplitude : Decay into scalar photons 

.

I. DECAY OF A SCALAR PARTICLE IN FREE SPACE (LEADING ORDER CALCULATION)

Let us examine the following Lagrangian, which involves two real scalar fields, � and �.
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The final term in the Lagrangian represents an interaction through which a � particle can decay into two � particles,
provided that the mass condition M > 2m is satisfied. Assuming this is the case, we can proceed to calculate the
lifetime of the � particle. Two-body decay rate is defined as,
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To lowest order in � , the amplitude M is
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Now we consider the � particle is at rest so ~P = 0. Now we can write the decay rate as the
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We now employ the identity for the Dirac delta function: �(f(p)) =
P

i
�(p�pi)
|f 0(pi)| . Additionally, in momentum space,

the volume element is expressed as d3~p = 4⇡p2dp. A straightforward calculation then yields the decay rate as follows:
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II. DECAY OF SCALAR PARTICLE INSIDE RECTANGULAR CAVITY (LEADING ORDER

CALCULATION)

Here, we aim to calculate the decay rate for the same Lagrangian as in Section (1), but this time inside a cavity
rather than in free space. To simplify the calculation, we consider a rectangular cavity that is open along the z-
direction and has boundaries in the x and y directions. We also assume that the new particle � is massless. These
simplifications are made purely for computational ease; however, the approach can be generalized to an arbitrary
cavity geometry and nonzero mass for the � particle.
To calculate the decay rate, we first need to determine the amplitude M. In Section (1), this was straightforward
because the decay occurred in free space, allowing us to use the standard Feynman method. At leading order in

A. Radiative energy level shift in an inertial atom

Consider an atom moving inertially on the trajectory x̃νðτÞ ¼ ðγτ; 0; 0; γv0τÞ along the axis of a long cylindrical cavity of
radius R. Here, γ ¼ ð1 − v20Þ−1=2 is the Lorentz factor. The vacuum field correlation function can be obtained, using Eq. (6),
to be

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
1

ð2πRÞ2
X∞

m¼−∞

X∞
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Z
∞
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dkz
ωk

e−iγðωk−v0kzÞðτ2−τ1Þ: ð15Þ

Using the expression for the boosted field momentum k0μ ¼ ð∂x0μ=∂xνÞkν: k0z¼ γðkz−v0ωkÞ;ω0
k¼ γðωk−v0kzÞ, we get

h0jΦðx̃ðτ2ÞÞΦðx̃ðτ1ÞÞj0i ¼
1

ð2πRÞ2
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0
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Therefore, the contribution of the vacuum fluctuations to the energy shift [Eq. (10a)] for energy level jbi of the inertial
atom is

ðδEbÞvf ¼
g2
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where Im(·) denotes the imaginary part of the argument. Therefore, the net energy shift due to vacuum fluctuations is
obtained as

Δvf ¼ ðδEeÞvf − ðδEgÞvf

¼ g2

ð2πRÞ2
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The contribution of self-reaction to the radiative energy shift is given by Eq. (10b). As CðS;bÞðuÞ is symmetric under the
exchange of b and d, it is straightforward to show that the contribution of the self-reaction to the radiative energy shift in
both an inertial and a Rindler two-level atom inside the cylindrical cavity vanishes, as it does in free space [45].
Accordingly, the total energy shift Δ0 is equal to the energy shift due to the vacuum fluctuations, that is, Δ0 ¼ Δvf . We
evaluate the integrals appearing in Eq. (18) as outlined in Supplemental Material [46] and obtain the radiative energy level
shift in an inertial atom to be

Δ0 ¼
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The variation of Δ0=ω0g2 as a function of the cavity-
detuning parameter Rω0 is plotted in Fig. 2. For the atom’s
radial position coordinate, we take ρ0 ¼ 0 in Eq. (19) and
therefore the only nonzero term in the sum over m
corresponds to m ¼ 0. The Δ0 expression is logarithmi-
cally divergent in the sum over n. We address the
divergence by introducing a UV cutoff ñ on the sum over
n determined by ξ0ñ=R ¼ me=ℏ, where me is the rest mass
of an electron [47–49].

B. Radiative energy level shift in a Rindler atom

The Unruh effect is founded on the fact that the inertial
vacuum state of a free field restricted to either of the Rindler
wedges is a thermal state at temperature T ¼ a=2π, where a
is the acceleration of the Rindler observer [3,50]. As shown
in Supplemental Material [46], in the cavity setup consid-
ered here the inertial vacuum of the cavity field restricted
to, say, the right Rindler wedge is in fact a thermal state. A
uniformly accelerated atom moving along the axis of the
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It is well known that the particle content of a quantum
field is observer dependent [1], a fact manifested in nu-
merous theoretical arenas, e.g., the Hawking radiation,
cosmic fluctuations, and Unruh e↵ect [2–5]. In order to
estimate the particle content and realize this theoretical
idea, the Unruh-DeWitt detector (UDD) [5, 6] is consid-
ered to be an operational device. The UDD is a two-level
quantum system with the ground state |E0i and the ex-
cited state |Ei, that is moving along a classical world-
line x̃(⌧), where ⌧ is the proper time in the detector’s
frame of reference. The detector is coupled to a quantum
field through the interaction Lagrangian Lint[�(x̃)] =
↵m(⌧)�[x̃(⌧)], where ↵ is a small coupling constant, and
m is the detector’s monopole moment [5, 6]. In the first-
order perturbation theory, the transition probability rate
of the detector, assuming the scalar field �̂ in its vacuum
state |0i, is given as Ṗ (�E) = |hE|m̂(0)|E0i|

2
⇥ Ḟ(�E),

where Ḟ(�E) =
R1
�1 du e

�i�Eu
W(u, 0) is called as

the response rate of the detector, �E ⌘ E � E0, and
W(x, x0) ⌘ h0|�̂(x)�̂(x0)|0i is the Wightman function of
the field. The UDD probes the vacuum structure of the
quantum field through W(x, x0), and registers the excita-
tion of the detector when it absorbs a field quanta. This
detector-field system has been popularly employed in in-
vestigating the e↵ects of quantum fields in non-inertial
frames, since it encompasses the essential aspects of an
atom interacting with the electromagnetic field [7]. The
response rate of a UDD moving in an inertial trajectory

can be found to be vanishing, since the vacuum structure
of the quantum field in inertial frames is invariant due to
Poincaré symmetry [8]. However, since non-inertial tra-
jectories are not generated by Poincaré transformations,
a UDD moving non-inertially detects particles, a prime
example being – for uniform acceleration a the detector
shows a non-vanishing thermal response, known as the
Unruh e↵ect [5, 6, 8], i.e., Ḟ = (�E/2⇡)/(e2⇡�E/a

� 1).
Despite being a fundamental prediction, such ther-

mal response have not yet been tested [8]. For accel-
erations small compared to the energy gap �E of the
detector, the response rate is exponentially suppressed,
i.e., Ḟ ⇡ (�E/2⇡)e�2⇡�E/a. This is one of the main
reasons behind the extreme di�culty in directly observ-
ing the transitions in UDD for small accelerations. This
suppression basically originates from the fact that the
temperature experienced by the accelerating detector is
vanishingly small for achievable acceleration scales, since
T ⇠ ~a/kBc. Hence, for such small temperatures, the
significant thermal contribution comes only from the low
frequency modes, for which the density of field modes
falls rapidly as ⇢(!) ⇠ !

2 in free space. Therefore, the di-
rect detection of atomic transitions in non-inertial UDDs
is challenging due to the necessity of extremely high ac-
celerations, e.g., thermal e↵ects of temperature 1 K re-
quires the acceleration to be as large as 1021 m/s2. This
makes attaining an irrefutable experimental verification
of Unruh e↵ect a non-trivial exercise of the current era.
In response, e↵orts have been made to enhance the de-

tector response for maximum achievable accelerations (in
foreseeable future) using techniques such as optical cavi-
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Before proceeding to the loop-level calculation, we should take a closer look at the result and the nature of the
divergence. First of all, equation (17) involves four summations, so a natural question arises: do these summations
converge?

IV. CALCULATION IN 2+1 DIMENSION
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Figure 1. Mass of �: M = 1, Coupling constant � = 1

• Transition amplitude : Each process has its own characteristic resonance 
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momentum is inherently rooted in quantum field theory, as these are Fock space basis states. In the cavity setup
discussed earlier, since only the z-direction remains a free spatial dimension, we are e↵ectively working within a
(1+1)-dimensional quantum field theory. This is evident from the integrations over z and t in the first line, which
result in a 2-momentum conservation condition expressed via a Dirac delta function. Now, what about the other two
directions? If we ignore the z-direction for a moment, the boundary conditions on the fields e↵ectively turn the cavity
into a two-dimensional infinite potential well. Therefore, the integration over the x and y directions in the first line
represents the overlap of three normalized quantum states: �n3,m3 , �n1,m1 , and �n2,m2 .

Finally, in the last line, we see that the appearance of An1,n2,n3 and Bm1,m2,m3 arises from the integration over the
x and y directions, while the delta functions result from the integration over z and t. If we compare this with the
free space case, the result in free space contains a 4-dimensional delta function instead of a 2-dimensional one. This
clearly indicates a violation of four-momentum conservation if we interpret this as a (1+3)-dimensional quantum field
theory. This is expected because the presence of boundaries along x and y directions breaks translational invariance.
However, if we treat this as a (1+1)-dimensional quantum field theory, then there is no such issue.
Moreover, if we focus only on the 2-dimensional delta function, the result matches what we would get using the
Feynman method by contracting the fields with external momenta in (1+1) dimensions. One might wonder about the
role of the coe�cients An1,n2,n3 and Bm1,m2,m3 in our calculation. As we will see, the core results of our work remain
una↵ected by the presence of these coe�cients, although they can complicate the calculations. Therefore, in tree-level
computations, we include them to explicitly demonstrate their lack of influence on the main results. However, in
loop-level calculations, we omit them for simplicity.

Let us now move on to the calculation of the decay rate. In this calculation, we assume that the decaying particle
(�) is at rest and occupies the ground state corresponding to the lowest bound state mode. Therefore, we set its

momentum along the z-direction to zero (k(3)z = 0) and take n3 = 1,m3 = 1
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We use the same decay rate formula in the above calculation, but adapted to an e↵ective (1+1)-dimensional framework.
The additional factors An1,n2,n3 and Bm1,m2,m3 appear through the amplitude M. In the second line, we have used
the fact that the decaying particle is at rest. The summation is performed on all possible bound states.

After performing the integration over k (for further details, see Appendix A), equation (16) yields the following
expression for the decay rate:
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With this result from the tree-level calculation, we are now in a position to discuss the main thesis of our work.
From the expression for the decay rate, we observe that the term under the square root diverges for a specific value
of L, indicating the presence of a ’sweet spot’ within the cavity where the decay rate becomes significantly large. It’s
evident from the expression that this divergence arises purely due to the geometry of the cavity, which in itself is a
highly nontrivial result. However, we aim to go a step further—if we can demonstrate that a divergence also appears
in the loop-level calculation, but at a di↵erent location within the cavity, then this would be even more remarkable.
It would imply that, at that specific point, the contribution to the decay rate from loop corrections surpasses that of
the tree-level result.

• n-particle decay will have different amplitude and 
has a different resonance location  

• Thus a particular decay channel can be selectively enhanced by identifying the proper 
resonance condition. 



Summary

Thank you !

• Atom/field or field-field interaction at low energy is typically made 
uninteresting due to  dilution of participating modes. 

• Controlling the density fall off can be achieved by selecting Dirichilet boundary 
conditions on specific surface. 

• Leads to surge in correlations and cross section of processes around these 
resonances. 

• Selective enhancement of interesting processes can alternatively be achieved at 
low energies   


