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Agenda of the Talk

-> WP5 quick overview
=> Activity, achievements and issues
o during the past 12 months

-> Few Thoughts on the past two years and Future Priorities Some
thoughts after 2 years and next priorities
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WP5 Objectives and high level view

Proposes: h

e 5.1 Support of the adaptation of existing applications on the data-lake distributed infrastructure, and via
innovative computational models

e 5.2 Competence center for the design, implementation and test of computing models

WP5
Ob, . Nome Mail
jECtlveS. National Elvira Rossi elvira.rossi@unina. it
05.1: document and report best practices for integrations coordinators Daniele Spiga daniele.spiga@pg.infn. it
with the CN datalake sttt it
5 5 o nstitute coordinators
05.2 prepare tools to ease integration with the CN INFN b o o i ol
infrastructure UNIMIB Mattia Bruno Mattia.Bruno@mib.infn.it
05.3 Offer support for transitioning the computing models UNINA Elvira Rossi elvira. rossi@unina. it
05.4 organize training opportunities open to external users LNITS Andrea Bressan andrea.bressan@ts.infn. it
* g g opp P UNIBO Alessandra Fanfani Alessandra.fanfani2@unibo.it
UNIFE Luca Tomassetti luca.tomassetti@unife.it
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WP5: indico pages & email list and meeting
Spoke 2: https://agenda.infn.it/category/1774/

Spoke 2 ) 4 WP5: https://agenda.infn.it/category/1781/

\ October 2024

230ct Biweekly Meeting Spoke2 - WP2.5

WP1 WP2 WP3 s Svesyesng sk ez 25 events in 2022-24: general WP5,
operational and work meetings with
Definizione di use case e Definizione di use case e June 2024 y
reqUirementS' CO-dESign requirements, Co-design [ orun Biweekly Meeting Spoke2 - WP2.5 WP5 Cont.aCts and W.P5 erzthUSIGSt
B— Many more informal discussions among
WP5 [——> WP6 B 27ma Biweekly Meeting Spoke2 - WP2.5 WP5 and other WPs peoples
coordinamento identificazione " Fm.awzw S N
scelte tecnologiche su temi di ST

«s ”» January 2024
K e / T i SweskyMootngSpkez - Wr2 Monthly/Biweekly/Weekly meetings as needed

December 2023

13Dec Biweekly Meeting Spoke2 - WP2.5

November 2023 Mini-Workshop on Data Management in July 2024
Spoke 0 = 22Nov Biweekly Mee(mg Spoke2 - WP2.5

10Nov  Biweekly Meeting Spoke2 - WP2.5

08Nov WPS - Analysis Facility J u |y 20 24

03Nov Biweekly Meeting Spoke2 - WP2.5

October 2023

B 1s0n Bwoeky Mostng Spoked - WP2.5 05Jul  Mini-Workshop on Data Managment

July 2023

B o7uu Biweekly Meeting Spoke2 - WP2.5

Limiting the number of meetings mainly in

Email Llist:
favor of the more operative phase (but also cn1-spoke2-wp5-all@lists.infn.it

S STt Link to subscribe to the email list:

because of a limited active participation)

B e mek et Spoka s WPz https://lists.infn.it/sympa/info/cn1-spoke2-wp5-all

- Focused on flagships "" R Please contact us l;'f you a;/ep?terested in
. N ik S eiog il VN contribute to
- Co-hosted meetings o G A
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=> Training activities and documentation

o Schools, Heterogeneous resources
exploitations, Data management WP5 main assets
=> Technical support to Spoke2 Flagships or..
o WP5 is not owning them. It provides
support to scientific WP flagships Where we spent our
=>» WP5 and Innovation grants effort in the past 12
months

o Where we exploit our technological assets
-> Contribute to the overall CN infrastructure
o Aka to Spoke-0 infrastructure

WP5 exploitation activities include participation in various National and
International conferences (CHEP, ACAT, Communities Workshops, WLCG... )
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NextGenerationEU $&> edellaRicerca SOSC 2024 Sixth International School on Open Science Cloud Vo Cubes Compecing

2-6 Dec 2024 Q
University of Bologna. Department of Physics and Astronomy
Europe/Rome timezone

Overview

The theme of the sixth International School on Open Science Cloud is “Computing Models for Scientific Deta i I s he re

Training in 2024 and plans for the
upcoming mongs ;‘;;:::".:7;::‘

SOSC (School on Open Science Cloud) a only in person

Venu b o
. Scho mail
events held in Bologna the past week! -
The 6th edition of the internation| MIHI-WOI’kShOp on Data Managment
from 02 to 06 December 2024. T|

- 28 students, not only Spoke2, not only ICSC! |

of Perugia and the ICSC Foundati

A dedicated training on Data Access and Data Sharing |
(Data Management in the Data Lake)
- Afully online event

Workshop on "Quasi-Interactive Analysis of Big Data with High

co-developed platforms TBD

o

- Co-organizing GPU and FPGA events — WP4/Inter Spoke :

£ In our pipeline:
@ - Co-organizing the high rate workshop 8-10/01/2025: PLEASE

& REGISTERASAP if interested |-

E - Hight Technical meeting on commonalities between WP5 -
2 here
(@ )

Q.

-

W;Jrkshp"p @w Analysis_Fagility
> >~ Py
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WP5 and Spoke2 Flagships

Key technologies integrated so far:
- ldentity federation (IAM, JWT)
- Orchestration (K8s)
-  DAG/Workflow management (DASK)
- Interfaces/access (GUI, API)
- Data Management (experiment RUCIO)

5]
&
~

JupyterHub — Mozilla Firefox (on master)

Z JupyterHub X =
> C QO & https://192.168.209.149.nip.io/hub/login?next=%2Fhub%2F > @
Jupyterhub

“Extended Computer Vision at High Rate” (WP6)

JupyterHub — Mosilla Firefox (on master)

(=) JupyterHub + v
€« > X O @ 5 hitps://192.168.209.149.nip.io/hub/spawn bl © g8 =
Z Jupyterhub Home Token  Admin tredesch | Logor

Server Options

Select your desirad image:[ |

Italiadomani

\ o

Q Search

Infrastructure Details
Resource Access

Examples

o
"’4 *\\. Centro Naionale i Ricerca in HPC,
‘Big Data and Quantum Computing

ctrl + K

Troubleshooting and Notes

ICSC

Centro Nazionale di Ricerca in HPC,
Big Data and Quantum Computing

High Rate Analysis From (WP2)

High Rate Analysis User Guide ;

This guide is meant to be the fundamental reference for all people willing to understand how to use the High
Rate Analysis platform, based on INFN Cloud resources. It is built with Jupyter Book [1].

A Warning

Work in progress documentation! In case of comments, questions or issues, please contact
Francesco G. Gravili or refer to the GitHub repository linked on top of the page.

Acknowledgements

The content of this guide reflects the efforts of many people: many thanks to everyone who contributed to it!

R ( « @ o Notsecure
% B ocumentario... I PLANET [ CINECA [ MsCalcoloTA & Casa ) Zoom [ OBCWeeklyR.. ) NOTE [ Documentigo... [ interwin-Offi... [ DODAS

R Kemel Tabs Settings Help

+ c B root@jupyterspigai/opt/uc X
B+X00»n

Example on INFN analysis facility with systematic variations

WeJets events.

Basic imports and definitions of number of parallel tasks and the Dask scheduler port Jpd

Declare custom functions defined in utils.h

text_file = open(*utils.h", *r)
data = text_file.read()

More on dedicated talks

Francesco G.
Tommaso. T
Alessandro B.

Define chain of rootfiles to analyze

chain =
5/ root-eos/benchnark/ CHsOpenDataHiggsTa

Do analysis

ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing
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Advanced Machine Learning. Flash Simulation and
bleeding edge applications (WP2)

Support to Flagships (cont)

Key technology

Workload Offloading: extending the container orchestration layer (K8s) to support the
execution of a user payload to a remote resource instead of a physical node of the cluster

Hete roge neous —% K8s-powered workload manager

Data reduction GPU-accelerated Interactive Reporting/logging
res o u rces @Q. Serial?;ation Sta::tallcyasllgata da\t:s:lri::lxvas;;:nd results s
- - e \/
(k8s+interlink) | [- 1 of
Link
Submission of
simplg ) Submission of Interactive, web
:Ont"a(‘:'gteigrz‘:d GPU-accelerated, z]cucs;ti:rNSCode )
scaling to ﬁ i L J o .. 3 On October 25th, we run a first workflow
Fhousands of payloads ~ 22 L. .
Iebs HTC Cloud ! combining CPU resources from CNAF Tier-1,
Leonardo and a local node.

NOTE: Selected as demonstrator for the Spoke0 CINECA-INFN

. . eie e Test limited to CPU-only pavloads.
Federation PoC initiative estlimited to y pay

- Adopts cloud-native platform. “Mature enough” and k8s enabled Offloading to Leonardo booster (with GPU
- Requires by design access to heterogeneous resources payloads) coming soon.
- Cloud and HPC (Leonardo Booster) More on dedicated talks

Anderlini’s talk at WP5 & Anderlini's talk @ WP2
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Federated Data Management (DM)

Enable and enhance the interoperability between
heterogeneous storage solutions in the ICSC Synergies with Innovation Grant
distributed infrastructure

- big traditional HPC centres, Cloud, Grid/HTC

Enhancing RUCIO

ecosystem.
Key Zgz Strict coIIaboration. v.vi.th A ongoing synergy with
technology _ Y 1 Spoke0 related activities interoperable Data
éRUClO Lake (IDL) project

To promote the adoption of RUCIO based
ecosystem in order to grant to the user “The ability to
store and retrieve data without caring about to know
where the data actually is”

More on dedicated talks
Luca. P ; Nicolo' M.; Domingo R
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WP5 and the CN infrastructure (aka interactions with Spoke0)

All WP5 supported flagship are using the RAC provided The ICSC IAM instance
resources = .

- INFN-Cloud @CNAF, INFN-Cloud @Napoli and HPC Leonardo A 8 oda-

@CINECA -
- 1G supported at INFN-Cloud@Catania
. . . Welcome toicsc Group requests
- High Level cloud-native service successfully deployed
@\N icsc/admins/fastcy

ICSC dedicated I AM un d er integrati on icsc/admins/spoke2analysisfacility

- People is registering ——— S— icsc/priv-admins/fastcv

- Groups structure created e icsc/users/fastcv

= icsc/users/spoke2analysisfacility
yis.. ..

dees * Welcome!

This is the INDIGO Identity and Access Management (IAM) service.

Activated the collaboration on several topics
- Data Management: we use, promote and enhance the Spoke0
adopted solutions
- Providing support to test and validate the ICSC PoC federation
middleware

ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 « Istruzione e Ricerca
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/|CSC .
. =5 Troubleshooting and Notes
E na user DOC umentation ere PN -
— « Each user is assigned 10 Gb of persistent storage
Infrastructure Details
Resource Access I e
Examples
2 Anything stored outside the persistent-storage area will be lost when the JupyterLab session
and Not
— Apefetes ends. Moreover, no redundancy nor backup is in place for the persistent-storage area. ALWAYS
v - - BACKUP EVERYTHING!
 ICSC
. Cento e Rcerc 55,
“ 43 Dat 0 uastum Computng EXam pIeS « Itis possible to create a custom Docker image, starting from a common Dockeriile of the working images.
Q search cerl 4K A Warning © Attention
aSics Detals These repository will converge into € ICSC-Spokd Dask scheduler and workers have to be spawned both with the custom image. Please, modify this line
accordingly!
Resource Access
Some examples are available at the following links:
Exampl
— e « Amonitoring dashboard setup is being prepared: although not ready yet, please report any kind of issues
: = Troubleshooting and Notes « CMS Open Data, VBS-like selection: € ttedeschi/\ or bugs!
v IC S m « Future Collders, FCCee: € adonofr/INFN_na_int « Is[cvnfs filesystem needed? Please, provide feedback
\ o —
. CentroNazonale & Ricrca i PG,
“ e s uaonm oo Resource Access Additional information may be added here, if needed.
Q search i This section will be dedicated to the instructions in order to g
CMS VBS-like analysis
The entrypoint is hitps://hub.131.154.98.51.myip.cloud.infn.i
Infrastructure Detail =
il o JupyterHub, deployed with WP5 JHub Helm Chart.
Resource Access .
! . FCCee analysis
Examples Before accessing the hub itself, an authentication step is nes
Troubleshooting and Notes < Previous Next N
Resource Access Troubleshooting and Notes
Account Requests
If the user doesn't already have an account, please use the Serm T T T T T e OO

link: https://iam-demo.cloud.cnat.infn.it/

o Developed sw, Artifacts, new components (here)

Welcome to lam-demo

s
. ==

M ICSC-Spoke2-repo/idl-parser
idl-parser

% Star

M ICSC-Spoke2-repo/HighRateAnalysis-WP % star

@ Jupyter Notebook - e Updated on Oct 18 ® shell - Yy 0 - Updated on Apr 8

. ICSC-Spoke2-repol/idl-rucio
B4 ICSC-Spoke2-repo/wp5-custom-images ¢ giar M 3 e W Star
rucio wrapper for the IDL Innovation Grant
ﬁ( 0 - Updated 2 hours ago
@ Python - Yy O - Updated 26 days ago
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Summary, Next Steps and
thoughts after 2 years of Spoke2/WP5...

Most of the initial ideas have been implemented Spoke2

- Different level of maturity; different level of interests from users (aka e N
WP[1-3] and 6) s i s
. . . . “ »” requiremens. Coheign S, G g
Interaction with Spoke0 and further integration of “our on i —
services: e et
- We expect to contribute to the evolving portfolio of services. Share with g /

other communities, grant a longer term maintenance; ease the operations Spoke 0

Keep co-designing solutions to enhance the “resources

heterogeneity” integration We didn't manage to establish
- l.e Bubble HPC; FPGA based systems all the connections we had

hoped for
Enhance the harmonization of our technical solutions - gsﬁj';igﬁlg;’mm””“’at“’”s’? (ie. DM
- l.e. can we reduce the “complexity” and provide common building blocks - Lack of effort ?

- All ok as it is now?

ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 « Istruzione e Ricerca
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Backup Slides
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WP5: People

Contributors: INFN, UNIMIB, UNINA, ROMA1, UNITS, UNIBO, UNIPD, UNIFE
WP5 - People

NextGenerationEU \

PN Finanziato ‘ ini . . [~
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el

Local coordinators

Nome L T Adelina D’Onofn’o' Federica Sin)one Mattia Bruno
_ _ _ . T Alessandra Fanfani Francesco Cirotto Michele Pavone
conatona! DE;‘,:};TeRSS?'ga R Alessandro De Salvo  Francesco Gravili Muhammad Anwar
Alessia Spolon Francesco Noferini Nadia Rega
Institute coordinators Andrea Bressan Francesco Visconti Orso lorio
INFN Daniele Spiga daniele.spiga@pg.infn.it Andrea Contu Gianluca Sabella Paolo Dini
UNIMIB Mattia Bruno Mattia.Bruno@mib.infn. it Antonio Stamerra Giovanni Della Ricca Piergiulio Lenzi
UNINA Elvira Rossi elvira.rossi@unina. it Alessandro Bombini Giovanni Andronico Roberto Peron
LD Andies Bressan andrea. bressan@ts. infn. | Bernardino Spisso Giovanni lanniruberto  Sandra Malvezzi
UNIBO Alessandra Fanfa_ni Alessandra.fanfar.\iz Lfm’b.o.it Carmelo Magnafico Giuseppe Milano Sara Vallero
UNIFE Luca Tomassetti luca.tomassetti@unife.it R pooetA0ananae

ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

PLEASE
RATE ME
““ a'

FOUR STARS

OUT OF THE
INFINITE STARS
OF ALL THE

: GALAXIES?

OH, NOT
BAD.
et
poorlydrawnines.com

Constantinos Siettos
Daniele Bonacorsi
Daniele Spiga
Domenico Elia
Eleonora Luppi
Elvira Rossi

Fabio Garufi

Guido Russo (PO)
Guido Russo (PU)
Lorenzo Rinaldi
Luca Tomasetti
Luca Zampieri
Lucia Silvestris
Marco Landoni

Simone Gennai
Stefano Bagnasco
Stefano Bagnasco
Tommaso Diotalevi
Tommaso Tedeschi
Valentina Fioretti
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e
WP1: Design and (

development of science- WP3: Design and
driven tools and development of science- WPS: Architectural

innovative algorithms . ':’": D"";‘ a’l“’ driven tools and WP4: Boosting the Support for Theoretical
for Theoretical Physics o e innovative algorithms computational ARCIEXpRmantel WP6: Cross-domain
g for Experimental performance of Physics Data eitiatiaos
1.Development of algorithms. '"":" e 5"" I"‘: Astroparticle Physics Theoretical and Management on the
and codes for Exascale or Sxpmriininl e and Gravitational Waves Experimental Physics O 6.1 Optimization and
architectures. Energy Physics Sigorthai infrastructure adaptation of widely used
1.2 Tools and Algorithms for B ~ S S
Lattice Field Theory S nhee i 3.1 Innovative algorithms for e I—
1.3 Tools and Algorithms for = S 5 Experimental Astroparticle 4.1 Tools and guidelines for .1 Support of the & laptation
Collider and Nuclear physics P:Ap:?tnlzx:sn E.“:” Physics and Gravitational developing and porting of existing wl!famm on the » 4 : = bt [
phenomenology and theory Ty Waves simulation, selection, heterogenous codes and data-lake distributed e X
1:4 Tools and Algorithms for data reduction, reconstruction e e e R  infrastructure, and via (techniques for fast data access,
C mn:;i P “‘::: 1 22 A in::?r::ll?:h‘:im for ikt Eriieiese W — :::z::’m::
‘osmology on Gravitationa dsz : ol
e G okl 32 Alinspired techniques for 42 Conmancs s Gatoioy 2 Compes s s tn

S 5 . .
1.5 Tools and Algorithms for Physics Aﬂ;m:ﬁfn?{;'::" R TN e oRc design, implementation and
Complex Systems computing st of computing models
1.6 Tools and Algorithms for
condensed matter
1.7 Tools and Algorithms for ) ] . .
. o . il e - e B y pNnysICS with accelerators, aStrOpartlc e
s
/ / - L~ A
/ / / N\ . .
physics with space- and ground-base
06.1: document anr report 05.1: document and report il
O ( atioe e e best practices and sw tools for best practices for integrations d°"f‘"" codes whid "’d" profit 0 a
01.1: select use cases in Experimental High Energy 03.1: select use cases In the development / porting of with the CN datalake = f::f.':;lzx o
Theor P b PRI B oaiariad Experimental Astroparticle codes to Heterogeneous 05.2 prepare 100 Yo e e

\ Quantum Systems
~—

06.1: select widely used cross-

Physics to be modernized architectures integration with the CN

Tadecriadusngthe i U using the CN Infastructure 04.2: prepare and support the Infrastructure o pdeniationl

01.2: test thelr deployment, also, bur not only, including Gz S g o e O CHTes Shppan Ton develog !ec:n.mu:i cf,m.y. = = R = = =
and report on their the utlization of Al-Inspired Ssoy buc oor soly mckodan DR [EAERE G coming bRl
P Rt the utilization of Al-inspired 04.3: Organize training models ol
techniques opportunities open to external 054 organtze training 3
opportunities open to external AN Y Sliencg Loably
e outside the Spoke2 and the CN . -
o testi ng solutions apt to the current and
/
o 7 N g ~ - = ~

i i N . K — next-generation experiments, and fitting

be modernized; report and g .
: Mi2iv. ‘mentation and best detalled plan
T B B e the opportunities provided by the PNRR
recognition of the state-of- ekl 2 technological investigation on M12: report on best practices el e T
the-art and technological asrinbaiiie pportunity o for heterogeneous computing o it analyses; choice of proof(s) of 3 p
Investigation on the sl infrastructure - report M24: first training opportunity s concept to be realized 111
opportunity of the CN il Gttty submitted with detalled plan 1M24: testbeds ready for users ot o8 M24: pilot implementation a n e a I O n a e n re I a a
R e P e s sescin o (initial handshake) M24: user support i place and first evaluation of y
submitted with detalled plan submitted with detalied pian Specic casa studies M24: user support in place M24 for the selected
of work and selection of R ot M24: report on first M32: results from testbed and solitions facscdence cesen e 5 5 7
specific case studies” ke ciip pllas ettt e Sy e s St e M24: pilot implementation of
M24: report on first e for tests” M36: final report on I e o the high Intensity solution(s) a n u a n u m O m u I n
Implementations and tests e M32: results from testbed and technologies, training and i M32: benchmarking and .
M32: results from testbed and i i benchmarking activities support system; white paper ifina) eport o testing activities executed
benchmarking activities : S35 ot et e e s et e technologies, traning and M36: final report including
T ria benchmarking activiies ol e supportsystem p
evaluation M36: final report and M36 final report with recap white paper produced to the
evaluation and white paper for use cases targer scientific and Industrial
external to the CN community.
M36: showcase of the analysls

A / \ \tedlmqus and white paper
for
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