
Julia Gonski 

19 November 2024 
IDEA Study Group Meeting 

 1

Embedded FPGAs for Machine 
Learning in IDEA Subsystems

https://agenda.infn.it/event/43761/


J. Gonski19 November 2024 2

Intelligence Across the Data Pipeline
• Detectors at a future Higgs factory can benefit from real-time machine learning in readout 

- Edge intelligence: feature extraction, classification, data compression at-source  
- Efficiency: lower computational power/storage needs for transmission & later DAQ stages 

(eg. trigger)  

•  Latency and radiation dosages require ML implementation in hardware/electronics 
(FPGAs, ASICs)

6

Why FPGAs?

❑ Latency = time to complete a calculation

❑ Throughput = data rate (data volume / unit time) 
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ML in Silicon Front-End Readout  
• Future silicon pixel detectors will present 

exceptional challenges   
‣ Close to beamline = high occupancies/radiation 
‣ Very high granularity (25 μm) pixel pitch 
‣ Little room for services/cooling → minimize 

material budget & power density 

• ML at the front-end to reduce off-detector data 
rate 

‣ HET factory: reduce cabling, increase granularity
‣ Exascale (1015 bytes/sec) data rates anticipated 

at FCChh 

• “Smart pixel” collaboration: study AI/ML to filter 
high pT from pileup tracks (< 2 GeV) at source 
using pattern of deposited charge 

“Smart Pixel” Pileup Track Filtering 4

Figure 1. A visual representation of the simulated detector in the “smart pixel”
dataset [12]. In this graphic, a slice along the y axis of the pixel array is shown. The
colored red and blue paths represent the curved path of a low momentum pion under
the influence of the strong magnetic field in the x direction, whereas the black path
represents the path of a high momentum pion which is less curved by the magnetic
field. For this detector setup, the relevant factors for determining pT are the charge
depositions over time of the 13 pixels in the y direction around the particle-sensor
intersection, in addition to y0 the o↵set of the intersection point from the collision
origin in the y direction.

value across the dataset.

3. Data Reduction

With VAE-based compression, the o↵-detector data volume is reduced by compressing

every event to its smaller latent representation. Pixel sensor data is sent o↵ the detector

in this lower-dimensional form, and then decompressed by the VAE decoder o↵-chip.

From there the data has returned to its original size, can subsequently be sent to later

stages of the DAQ for further analysis. Since the VAE is an inherently unsupervised ML

model, the latent space can be developed directly over data, mitigating any reliance on

simulation. This data reduction scheme can be compared to the classification approach

demonstrated with the smart pixel dataset [10], where the o↵-detector data rate is

reduced via the filtering of uninteresting tracks.

A VAE is constructed with a encoder hidden layer of size 24, latent space dimension

of 8, and decoder consisting of two hidden layers with sizes 24 and 48. The model is

trained with the Adam optimizer with learning rate 0.001, batch size 1024, and over

300 epochs of 440,000 simulated tracks from the smart pixel dataset. Each track is

modeled by 105 features: 13 x 8 pixel charges and y0, the distance of the charge from

the interaction point in the y direction. However, the VAE encoder only receives 53 of

those input features, corresponding to those of the first 4 time slices and y0. The VAE

must encode the input features to the 8 latent nodes and then recreate the original 105

input features, extrapolating to the remaining 4 time slices of data. This reduction in

input data size was found to reduce the computational resources with minimal impact

on the ultimate reconstruction performance. For the first 100 epochs, � was set to

HL-LHC Inner System

ITk

[2310.02474] 

https://arxiv.org/abs/2310.02474
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HL-LHC Inner System

ITk

[2310.02474] 

What hardware technology can implement  
ML at the front-end? 

• Lowest power, fastest latency (< 25 ns), and ability to radiation-harden 
algorithm: ASIC implementation 

• Ability to reconfigure  
- Z vs. WW vs. H vs. tt poles have different energies, backgrounds, 

occupancies: motivates readout algorithm optimization; reduces 
upgrade need 

- Can also preserve option for “safe” non-ML operation mode  

https://arxiv.org/abs/2310.02474
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eFPGAs

5

• “Embedded” FPGAs: reconfigurable logic in ASIC design for configurability ease of 
FPGA with low power/footprint of chip 

• Patents of many commercial FPGAs recently expired 
‣ Open-source frameworks (eg. FABulous) allow for lowered barrier to entry for ASIC design 

[L. Ruckman]

https://indico.slac.stanford.edu/event/8288/contributions/7652/
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Proof-of-Concept eFPGA Tapeouts [2404.17701]

NOT FOR DISTRIBUTION JINST_012P_0524 v2

Figure 7. Block diagram of the 28nm CMOS ASIC design.

Figure 8. (Left) Photograph of the KCU105 development board with the custom FMC ASIC carrier with
ASIC wire bonded to it. (Right) Zoomed in photograph of the 28nm CMOS ASIC (1mm x 1mm).

4.3 Fabrication

The submission of this ASIC design to the TSMC 28nm MPW was completed in July 2023, and the
design was received in January 2024. Although the custom PCB carrier for the 28nm ASIC differs
from that of the 130nm ASIC, the majority of the firmware and software was adapted from the
previous project with minor modifications to incorporate streaming PGPv4 support, utilizing the
same KCU105 development board. A photograph showing the 28nm CMOS ASIC wire-bonded
to a custom PCB carrier, and the ASIC on the FMC card alongside the KCU105, can be seen in
Figure 8. The dimensions of the custom PCB carrier are 6.90 cm x 7.65 cm.

– 8 –

28nm eFPGA Test Setup• SLAC designed prototype eFPGAs with FABulous 
and taped out in 130nm & 28nm CMOS on TSMC 
MPW 

‣ Area: 1 mm2 
‣ Very small logical capacity (< 500 look-up tables)  

• Physics performance: classify pileup from signal 
tracks 

‣ Model: boosted decision tree with depth 5, 440 
LUTs and quantized to ap_fixed<28,19>  

‣ Configured to eFPGA and read back with 100% 
accuracy with respect to simulated expectation 
and quantized software result   

➡Proof-of-concept for open-source design tools for 
eFPGAs ✅

NOT FOR DISTRIBUTION JINST_012P_0524 v1

Figure 9. Photograph of the 28nm ASIC connected to a logic analyzer with the eFPGA loaded with a
simple 16-bit counter bitstream.

Figure 10, demonstrating that the 28nm ASIC’s core voltage rail power consumption at a 125 MHz
clock is approximately one third that of the 130nm ASIC design.

In contrast to the 130nm ASIC (refer to Section 2.4.2), issues with the CMOS output driver
slew rate of the 28nm ASIC were not observed and appeared to be comparable to that of the
KCU105’s FPGA. A stable SUGOI link lock was achieved on both the ASIC and FPGA sides from
10 MHz to 250 MHz. Although the timing constraints used in the place and route software for
the ASIC’s digital logic were set for 200 MHz (5ns clock period), no unusual behavior was noted.
Measurements were discontinued beyond 250 MHz due to the FPGA’s inability to achieve timing
closure on a combinatorial chain in the PGPv4 protocol, which was related to calculating a 32-bit
Cyclic Redundancy Check (CRC) value.

4.4.3 AXI Stream Loopback in the eFPGA

To test the eFPGA’s AXI stream interface, the firmware was developed to enable loopback of
the inbound stream into the outbound stream through a single register stage with back pressure
handshaking being implemented. For the purposes of this testing, PseudoRandom Binary Sequence
(PRBS) frames generated by the software were transmitted to the KCU105’s FPGA, which then
forwarded them to the ASIC. With the loopback bitstream having been loaded into the eFPGA, the
PRBS frames were sent back (also known as "loopback") to the KCU105’s FPGA, which, in turn,
forwarded them back to the software. Upon receiving the frames, the software verified the absence
of bit errors in the frames.

This test was conducted using the same clock frequencies steps from Section 4.4.2, ranging
from 10 MHz to 250 MHz. At each clock frequency step, the test ran for approximately 10 minutes,
during which the software monitored for bit errors in the received frames compared to the frames

– 9 –

https://arxiv.org/abs/2404.17701
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28nm eFPGA Power [2404.17701]

• Clock frequency scans (10-250 MHz) indicate no detected bit errors  
• Extremely stringent power requirements for readout in Higgs factory vertexing/tracking 

detectors; O(10) mW / cm2 [FCCW24] 
‣ Considerable power optimization expected from dedicated engineering design  
‣ R&D into new technologies, eg. silicon photonics/analog compute elements? 

NOT FOR DISTRIBUTION JINST_012P_0524 v1

Figure 10. 28nm ASIC power as a function of clock frequency (blue: core voltage supply, red: I/O supply)

it had sent. Throughout these 10-minute intervals, frames were continuously sent by the software,
with the software transmission rate being constrained by the ASIC’s PGP link rate, corresponding
to the ASIC’s clock frequency (e.g., a 250MHz clock resulted in a 250 Mbps link rate). Throughout
all the steps of clock frequency tested, no bit errors were detected.

5 Application for Machine Learning-based At-Source Processing

In light of the successful eFPGA design and fabrication, scientific applications of the technology
can be considered. A variety of HEP readout tasks can benefit from reconfigurable logic within
an ASIC. Silicon pixel detectors detect the passage of charged particles and are commonly the first
layer of high-energy collider detectors after the beam pipe, making them subject to the highest
particle fluxes and radiation doses of any subsystem. The new all-silicon ATLAS Inner Tracker
(ITk), to be installed in 2026, comprises 1.4 billion pixels with sizes down to 250 `m2, resulting
in an overall data rate of O(10) Tb/s [22]. However, the large majority of this data rate goes to
the recording of “pileup" particles, which arise not from the hard-scatter proton collision, but from
soft adjacent collisions that are less likely to contain physics processes of interest. Future detector
designs could benefit from the reduction of this rate through filtering or featurization to mitigate the
computational power required for trigger decisions and increase signal efficiency. Further benefits
of at-source ML-based processing will come to bear for detectors at future 10 TeV parton-center-of-
mass “discovery" machines, such as the Future Circular Collider (hh), where data rates are expected
to near 1 exabyte per second with unparalleled radiation doses [23].

The “smart pixel” collaboration provides a simulated dataset of particles propagated through a
futuristic pixel sensor, which can be utilized to study ML-based readout [24]. This dataset comprises
500,000 fitted tracks originating from high-energy pions collected by the Compact Muon Solenoid
(CMS) experiment and propagated through a futuristic pixel detector. This detector features sensors
composed of a 21x13 pixel array with a 50 x 12.5 `m pitch, located at a radius of 30 mm from

– 10 –

‣ Area: 1 mm2

5.76 mW @ 40 MHz

https://arxiv.org/abs/2404.17701
https://indico.cern.ch/event/1298458/timetable/#b-565605-physics-experiments-a
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Front-End ML Architectures 
• BDTs, neural nets: simple classification ✔   
• Variational autoencoders can offer two front-end capabilities:  

‣ Data compression: resource-constrained encoder on-chip followed by 
decoder off-detector 

‣ Anomaly detection: latent space variables can be used to flag inputs that 
appear anomalous and/or outliers

potential anomalies in the tails of a distribution. A threshold on this score can be used to select the
most anomalous events, where the value of this threshold will be dictated by the available trigger
bandwidth. Figure 5 shows the VAE architecture and the ability of the output score to serve as an
indicator of out-of-distribution events.

In 2021, a VAE was designed to give good classification performance on a variety of new physics
targets, while also respecting the typical constraints of a hardware trigger at an LHC experiment [35].
A similar model has been implemented in the hardware trigger system of the CMS experiment
(AXOL1TL), and was run in the trigger test crate during 2023 with good rate stability [14]. Not
only does this effort demonstrate a crucial proof-of-concept for performing anomaly detection within
LHC trigger constraints, but it underlines the importance for a similar effort on ATLAS to ensure
the appropriate cross-checks of any observations.

Figure 5: Variational autoencoder architecture (left), where the reconstruction error between input
and output is considered as an anomaly score. This reconstruction probability can then distinguish
between normal and abnormal inputs upon evaluation (right) 4.

I propose to develop two different VAE-based AD algorithms to be implemented for
data-taking in the ATLAS trigger system before the end of Run 3. The first VAE would be
run in the lowest-level Level-1 (L1) trigger, implemented in FPGAs on the “L1Topo” boards, which
take information from the LAr and Tile calorimeters and Muon spectrometer to make decisions with
O(ns) latency with an accept rate of 100 kHz. The second VAE would be implemented in software
in the second-stage High Level Trigger (HLT), which has access to L1 seeds as well as information
from the tracking system, and a latency of O(ms) to output events to storage at 3 kHz [36]. After
data-taking, the team would shift to perform a new model-independent search using the collected
data, and prepare an anomaly trigger implementation for data-taking in the HL-LHC.

Progress So Far I am co-leading an informal working group on ATLAS anomaly triggers alongside
Prof. Dylan Rankin (University of Pennsylvania). In this group, Stanford GS Liam Sherman has built
a VAE-based anomaly classifier with a simulated dataset [11] that trains over collider events modeled
as four-vectors of the highest pT objects, and can provide broad signal-background discrimination
for a variety of BSM models. Figure 6 shows receiver-operating characteristic (ROC) curves for
this model, where the background is LHC events collected by a single electron or muon trigger, and
various signal processes (both BSM and SM) are considered. He has also successfully synthesized
this model and simulated its performance in hardware using hls4ml [37, 38] which offers a simple
and user-friendly platform for firmware implementations of ML algorithms. After truncating the

4Amazon Web Services https://aws.amazon.com/blogs/machine-learning/deploying-variational-
autoencoders-for-anomaly-detection-with-tensorflow-serving-on-amazon-sagemaker/ and CLOUDERA
https://ff12.fastforwardlabs.com/
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Autoencoders at the Front-End 
• Model: low-latency (< 25ns) and resource-constrained (< 30,000 LUTs) VAE  

• Achieve faithful reconstruction of 10-bit pixel values with just 8 latent dimensions

      Track Reconstruction & Extrapolation

9

to calculate the full KLD in the 25 ns latency budget. A simplification is employed

to “clip” any KLD terms involving the Gaussian � and simply use µ2 as the anomaly

score [21].

The same VAE described in the previous section is evaluated over test sets of

approximately 55,000 events for each of the three anomalies, and its anomaly score is

calculated. Figure 5 displays the anomaly score distributions of the standard track and

anomaly test sets. Each of the anomalies is reconstructed with a higher mean anomaly

score compared to the standard tracks, with a tail to higher values indicating a higher

likelihood of incompatibility with the background. An anomaly detection performance

metric is defined by choosing a threshold such that the false positive rate for anomalies

is 1% and report the false discovery rate (ratio of non-anomalous tracks over threshold

to total tracks over threshold). This metric is 48.8% for dead pixel anomalies, 31.0%

for dead pixel row anomalies, and 18.85% for loud pixel anomalies.

Figure 5. Distribution of the anomaly score, calculated as the “clipped” KL
divergence considering only the track’s encoded µ in the VAE latent space, for the
original data compared to the three classes of synthetic anomalies. All anomalies are
found to have a higher mean anomaly score than the non-anomalous data, indicating
the utility of the VAE’s latent space information to perform real-time anomaly
detection.

The implementation of ML at any stage of collider DAQ systems must be done

with great care, to avoid any alteration or corruption of the raw data. While VAE-based

sensor data compression can mitigate high data rates during ordinary operation, any

indication of anomalous behavior in the sensors would ideally be preserved in original

form. The compression and anomaly detection capabilities shown here could be used in

tandem in a front-end readout design, where the top 1% of events in terms of anomaly

score could be flagged and sent o↵ the detector with full precision. Even with this

fraction of data rate being transmitted uncompressed, this scheme could still achieve a

compression of 8.5% while preserving the most unusual detector behaviors for a more

   Anomaly Detection   

8

of unusual detector activity ranging from detector malfunctions [19, 20] to potential

new physics. Furthermore, the ability to detect anomalies in real-time in a VAE-based

readout scheme could allow the readout to dynamically decide whether to compress the

event, or transmit it o↵-detector in full uncompressed precision for further study.

To test the anomaly detection capability, synthetic track events representing various

detector anomalies are constructed starting from original smart pixel dataset tracks.

Three di↵erent kinds of detector anomalies are considered: sensors with a single dead

pixel, with a single noisy pixel, or a dead row of pixels in the sensor. Dead pixels rows

are randomly chosen from pixel rows with nonzero charge and their charge is set to

a value of zero. Individual dead pixels are randomly chosen from the brighter half of

pixels with nonzero charge. The noise level in the loud pixel anomaly is determined by

the 99th percentile of the max pixel value across the entire dataset. Figure 4 displays

these anomalies as they appear in the pixel sensor, alongside a standard smart pixel

track for reference.

Figure 4. Display of the smart pixel simulated tracks and their pattern of charge
deposition across the simulated sensor of the smart pixel dataset, including a typical
background track (top left), along with the three types of anomalies, namely a dead
pixel (top right), loud pixel (bottom left), and a dead pixel row (bottom right).

The KLD of a track in the latent space is a useful proxy for how anomalous the track

appears to the VAE, as it is a function of both the Gaussian mean µ and width � of the

encoded input. Given the extreme constraints on model complexity, it is challenging
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• Outperforms on-chip classifier methodology in performance, 
resources, and latency, with just 8% of the original data 
transmitted off-detector

• On-chip latent space variable can separate several classes 
of anomalous pixel events from background 

6

Figure 3. Example high pT track from the smart pixel dataset, displaying the
VAE input (left), VAE reconstructed output (middle), and truth charge (right). The
summed sensor error for this example is 13%. The VAE demonstrates a knowledge of
the underlying charged particle process that is su�cient to extrapolate the four input
time slices to a trajectory that is consistent with that of the truth deposited charge.

z mean output is synthesized as this can be sampled with variance set to 0 and decoded

o↵ chip. The resources considered are those of an FPGA, particularly the digital

signal processors (DSPs) commonly used for multiply-and-accumulate operations, look-

up tables (LUTs) commonly used for small bit-width calculations, and flip-flops (FFs)

for single bit storage. While this algorithm is agnostic to a hardware implementation,

considering its resource demands in the context of FPGAs could motivate an eventual

deployment on eFPGA technology.

To further assess the quality of the reconstructed data after this compression, a

simple classification task is used as test, where high-pT tracks likely arising from the

primary vertex (pT > 2 GeV) are distinguished from lower pT pileup tracks based on

the pattern of deposited charge in the pixel sensor. Specifically, the representation of

each track as generated by the VAE’s decoder stage is given as input to an o↵-detector

classifier which is optimized for high vs. low pT classification task. Two signal e�ciency

working points are provided; it is anticipated that in a realistic detector design, the

signal e�ciency will necessarily need to be very high to minimize any loss of valuable

collision data.

This scheme is capable of achieving a background rejection of 23% (36%) for a

fixed signal e�ciency of 98% (93%). Such performance is in line with previous on-chip

classification studies [10], indicating good capability for o✏ine physics analysis using

the VAE-reconstructed sensor information. As pixel sensor data is proposed to be sent

o↵-detector in latent space format, the latent space dimension of 8 and the full input

dimensionality of 105 give an expected compression of 7.6% for data transmitted o↵

the detector, making a substantial data rate decrease possible while maintaining good

physics performance.

To contextualize these results, an alternate model is designed to simply perform

6
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Applying to IDEA 
• “Edge” (at-source) ML can 

reduce off-detector data rate, 
minimize cabling, and enhance 
efficiency of subsequent DAQ 
steps  
‣ Silicon vertexing: on-pixel 

pileup track filtering 
‣ Drift chamber: cluster counting 
‣ Dual readout calorimetry: real-

time waveform analysis for C/S 
extraction 

Dual Readout Waveform Analysis

G. Cummings

Drift chamber cluster counting 

➡ Please get in touch with ideas/
datasets! 

https://indico.mit.edu/event/876/contributions/2858/attachments/1067/1753/GECummings_USFCCWorkshop_CalVision.pdf
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Conclusions
• Detectors at a future Higgs factory can benefit from real-time ML for advanced DAQ 
systems  

• Embedded FPGAs provide a low-power ASIC option for generic and reconfigurable 
ML at the front-end  

• SLAC proof-of-concept FABulous eFPGA in 28nm implements small ML and verifies 
open-source design frameworks for future work

• Looking forward: 
- Tape out larger eFPGA for more complex algorithms, 

hardware verification, and power studies  
- Implement radiation-hardness and/or cryogenic 

tolerance 
- Hope to deliver eFPGAs as a viable readout 

technology for future Higgs factory detector 
designs! 
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28nm eFPGA Design 
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Figure 6. Screenshot of the 28nm eFPGA tile configuration file.

Figure 7. Block diagram of the 28nm CMOS ASIC design.

the removal of “RegFile" tiles, which have been substituted by LUT4AB tiles. Additionally, the
replacement of W_IO tiles with WEST_IO tiles, and CPU_IO tiles with EAST_IO tiles, is made.
“User defined" tiles, namely WEST_IO and EAST_IO tiles, have been developed to enhance the
interconnectivity between the eFPGA and the remaining digital logic within the ASIC. All the other
tiles are defined in Section 2.1. The .��� file is used by FABulous framework to customize the
28nm eFPGA tile configuration is shown in Figure 6. In total, the 28nm eFPGA comprises 448
logic cells and 4 DSP slices.

4.2 ASIC Digital Architecture

A block diagram of the 28nm ASIC’s digital architecture is shown in Figure 7. The digital archi-
tecture is very similar to the 130nm digital architecture described in Section 2.2, with two major
differences. The first is the number of 32-bit buses from the eFPGA to the eFPGA configura-
tion/status module, which was increased from three to four. The second is the addition of AXI
streams [20] to/from the eFPGA. The AXI streams to/from the eFPGA are connected to a Pretty
Good Protocol Version 4 (PGPv4) module. PGPv4 is a low-latency, serial 64B66B-based serial
protocol for high-speed data transfer over point-to-point link between FPGA/FPGA or FPGA/ASIC
communication[21].

– 7 –
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FABulous Design Workflow
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Smart Pixel Dataset
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the beamline within a magnetic field of 3.8 T. Each track is represented as a sequence of eight
deposited charge arrays in the (x, y) pixel dimensions, at time intervals of 200 ps. Figure 11
illustrates a diagram of a pixel sensor from this dataset, and an example signal from a charged
particle track passing through it. Information about deposited charge in the pixel over time can be
used to distinguish high-momentum particles from the hard-scatter proton interaction from low-
momentum particles arising from pileup. High-momentum particles are less curved in the magnetic
field, therefore traversing fewer pixels compared to pileup particles. It is important to note that
the x-profile (sum over pixel columns) runs parallel to the magnetic field and is thus not sensitive
to particle momentum. In contrast, the y-profile (sum over pixel rows) is sensitive to the track’s
incident angle, and thereby its momentum.

Smart Pixel Sensors 5

• The detector is immersed in a 3.8 T magnetic field parallel to the x coordinate.

The detector response is simulated using a time-sliced version of PixelAV [16], which

provides: an accurate model of charge deposition by primary hadronic tracks (in particular

to model delta rays), a realistic electric field map resulting from the simultaneous solution

of Poisson’s Equation, carrier continuity equations, and various charge transport models, an

established model of charge drift physics including mobilities, Hall E�ect, and 3-D di�usion,

a simulation of charge trapping and the signal induced from trapped charge, and a simulation

of electronic noise, response, and threshold e�ects. A particularly valuable aspect of PixelAV

used in this study is time evolution of the drift and induced currents in the pixel sensor.

(a) (b)

Figure 2: (a): A schematic of the pixel sensor area and the specific region of interest (blue)

of 21�13 pixels for a given cluster. The magnetic field is parallel to the sensor x coordinate.

(b): A diagram of three charged particles traversing our simulated silicon sensor at the same

y0 position. The sensor is viewed in the bending plane of the magnetic field. The solid track

corresponds to a charged particle with high pT , while the two dashed tracks correspond to

low pT particles with opposite charge.

Figure 2 sketches out key features of the pixel sensor and corresponding strategies

employed by this paper. Within the pixel sensor area, we define a cluster region of interest,

shown in blue, which corresponds to 21�13 pixels in x and y, respectively. This region is

large enough to fully encompass a charge cluster and serves as input to the ML algorithm

used to extract cluster features. The position (x, y) where the charged particle traverses the

sensor mid-plane is uniformly distributed across the central 3 � 3 pixel array. The shape

Description of the Dataset

10 / 30

Figure 11. A diagram of the smart pixel sensor (top) [24], and an example smart pixel track represented as
deposited charge across the 2D pixel grid (bottom).

Previous work has shown the feasibility of using ML to classify high-momentum tracks from
pileup based on the pattern of charge distribution across the sensor over time, enabling real-time
data rate reduction by rejecting pileup tracks at the sensor level. This pileup classification model
has also been demonstrated to be feasibly integrated into an ASIC design [25]. Another approach
for on-chip ML involves performing regression on low-level data to determine particle energy
and angular information at the front-end, thus reducing the volume of information that needs to
be transmitted [26]. Both approaches can significantly reduce the amount of data required to be

– 11 –

• Sensors composed of 21x13 pixel array with 50x12.5 μm pitch, 30mm from 
beam line with B = 3.8 T 

• Track = 8 deposited (x,y) charge arrays with timesteps of 200 ps 
• ~550,000 tracks in dataset 

https://doi.org/10.5281/zenodo.10783560 

https://doi.org/10.5281/zenodo.10783560


J. Gonski19 November 2024 16

28nm Boosted Decision Tree
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Figure 12. A diagram of the single tree BDT model used for proof-of-concept synthesis to the 28 nm eFPGA.

to the "golden" result of the synthesized model, achieving an operational runtime of less than 25 ns
in simulation.

These results provide a proof-of-concept for the use of ML on eFPGAs. However, further
development is needed to enable eFPGA technology for readout in collider detectors. The small
logical capacities of the ASICs described here are not feasible for the data processing needed for
HEP particle detectors, which need to read out O(105) pixels with very good signal efficiency and
better background rejection than the pileup BDT provides. A next-generation eFPGA with a larger
logical capacity could enable the study of higher-performance models and a variety of algorithms
to fully exploit the configurability of the ASIC. Further studies into power consumption will also
be needed to ensure the eFPGA can be sufficiently low-power for the spatially constrained inner
detector environment. Additionally, any readout ASIC in a collider inner system will need to be
insensitive to radiation-induced issues such as single-event effects. The implementation of triple
modular redundancy (TMR) in FABulous could open up the broad usage of eFPGAs in collider
readout scenarios.

6 Summary

This work describes the development of eFPGA technology using the FABulous open-source design
framework. Two eFPGAs were designed and fabricated using 130 nm and 28 nm CMOS technolo-
gies respectively, and were tested for programmability, power consumption, and performnace. The
reconfigurability of the eFPGA makes it an excellent candidate for readout of silicon pixel detectors
in high energy collider experiments, which can benefit from ML-based filtering or feature extrac-
tion to reduce data rates. A proof-of-concept BDT is designed that can classify and reject pile-up
tracks (?) < 2 GeV) using a simulated dataset of high-energy pions passing through a generic

– 13 –
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transferred off-detector, leading to reductions in cabling and computational power requirements in
the trigger system. However, these methods depend on dedicated ASIC designs, which cannot be
reconfigured to any other algorithmic operation, suggesting a potential for further advancement
with an eFPGA-based approach.

The 28nm eFPGA was used as a proof-of-concept for reconfigurable logic in pixel readout, via
the application of small ML-based methods for pileup classification using the smart pixel dataset.
The specific task was to output a probability that a particle passing through the has a transverse
momentum ?) < 2 GeV, indicating it is likely to be pileup and thus should not be retained for
further offline analysis.

An initial attempt was to design a simple Neural Network (NN) with two or three fully
connected layers. Despite utilizing a few nodes per layer, this shallow NN required over 6,000
LUTs, significantly exceeding the capacity of the 28nm eFPGA ASIC. As an alternative, a Boosted
Decision Tree (BDT) model was considered, known for its fast training, robust performance, and
resource efficiency. Since a BDT primarily relies on comparison operations and thresholds, which
can be directly embedded into the LUT logic and FFs, it does not require any block RAM or DSP
resources. The BDT models each track as a 1D array of 14 values, 13 of which are the H-profile for
each pixel summed over time, and the distance of the pixel from the interaction point H0, and outputs
a probability that the track has ?) < 2 GeV. As described in Section 4, the current 28nm eFPGA has
a very small logical capacity, with only 448 LUTs. Given these stringent resource constraints, this
model consists of a single tree with a depth of 5 and uses gradient boosting with the ������-�����
package [27], as shown in Figure 12. These limitations significantly constrain the performance of
the model. Before quantization, a background rejection of 4.35% is achieved for a signal efficiency
of 97.53%. After synthesis with quantization using ap_fixed<28,19>, performance of the model
is showed in Table 1.

Signal Efficiency Background rejection
96.4% 5.8%
97.8% 3.9%
99.6% 1.1%

Table 1. Performance of the synthesized BDT model under different thresholds.

While the performance of this model is limited by the small logical capacity of the hardware,
its ability to successfully perform the classification task and fit the resource limitations enabled
a full configuration test on the 28nm eFPGA. High-level synthesis of the software algorithm was
performed using C������ [28], an open-source framework for generating firmware configuration
files from software-based BDT algorithms. A full hardware synthesis of the pileup classification
BDT was achieved, including threshold values quantization and pruning to accommodate the BDT
within stringent resource constraints. This process involved synthesis from C to Verilog firmware
and simulation of the hardware response. A single tree was synthesized into a single decision
function module in RTL, featuring only 9 threshold parameters and 7 inputs. The entire module
utilized 294 LUTs, fitting within the confines of the current 28nm eFPGA design. The compiled
bitstream was then loaded into the eFPGA, and a test of the BDT output was performed using the
full smart pixel dataset of 500,000 events. A 100% accuracy rate in results was obtained compared

– 12 –

NOT FOR DISTRIBUTION JINST_012P_0524 v1

the beamline within a magnetic field of 3.8 T. Each track is represented as a sequence of eight
deposited charge arrays in the (x, y) pixel dimensions, at time intervals of 200 ps. Figure 11
illustrates a diagram of a pixel sensor from this dataset, and an example signal from a charged
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momentum particles arising from pileup. High-momentum particles are less curved in the magnetic
field, therefore traversing fewer pixels compared to pileup particles. It is important to note that
the x-profile (sum over pixel columns) runs parallel to the magnetic field and is thus not sensitive
to particle momentum. In contrast, the y-profile (sum over pixel rows) is sensitive to the track’s
incident angle, and thereby its momentum.
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provides: an accurate model of charge deposition by primary hadronic tracks (in particular

to model delta rays), a realistic electric field map resulting from the simultaneous solution

of Poisson’s Equation, carrier continuity equations, and various charge transport models, an

established model of charge drift physics including mobilities, Hall E�ect, and 3-D di�usion,

a simulation of charge trapping and the signal induced from trapped charge, and a simulation

of electronic noise, response, and threshold e�ects. A particularly valuable aspect of PixelAV

used in this study is time evolution of the drift and induced currents in the pixel sensor.

(a) (b)
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of 21�13 pixels for a given cluster. The magnetic field is parallel to the sensor x coordinate.

(b): A diagram of three charged particles traversing our simulated silicon sensor at the same

y0 position. The sensor is viewed in the bending plane of the magnetic field. The solid track

corresponds to a charged particle with high pT , while the two dashed tracks correspond to
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employed by this paper. Within the pixel sensor area, we define a cluster region of interest,

shown in blue, which corresponds to 21�13 pixels in x and y, respectively. This region is

large enough to fully encompass a charge cluster and serves as input to the ML algorithm

used to extract cluster features. The position (x, y) where the charged particle traverses the

sensor mid-plane is uniformly distributed across the central 3 � 3 pixel array. The shape
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Figure 11. A diagram of the smart pixel sensor (top) [24], and an example smart pixel track represented as
deposited charge across the 2D pixel grid (bottom).

Previous work has shown the feasibility of using ML to classify high-momentum tracks from
pileup based on the pattern of charge distribution across the sensor over time, enabling real-time
data rate reduction by rejecting pileup tracks at the sensor level. This pileup classification model
has also been demonstrated to be feasibly integrated into an ASIC design [25]. Another approach
for on-chip ML involves performing regression on low-level data to determine particle energy
and angular information at the front-end, thus reducing the volume of information that needs to
be transmitted [26]. Both approaches can significantly reduce the amount of data required to be
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with y0 for 53 total input features. The tracks modeled by these inputs are given to a

deep neural network with two hidden layers of sizes 24 and 12 respectively. Each layer

is activated with ReLU and quantized to 10 bits. The output of the model is a single

predictive score of whether the event is a high pT or low pT event. The model is trained

with the Adam optimizer with learning rate 0.001 and batch size 1024 over 100 epochs of

the 440,000 simulated tracks from the smart pixel dataset. After the initial training, the

model is pruned down to 0.4 sparsity over 10 epochs and then retrained for 50 epochs.

Table 1 provides a comparison of key model metrics for both the VAE and the

on-chip classifier discussed above, namely the latency; number of LUTs, DSPs, and

FFs used; background rejection for two fixed signal e�ciency working points as a proxy

for physics performance; and o↵-detector data rate reduction. The data compression

for the classifier is calculated by assuming tracks classified as background will not be

transmitted, and removing tracks from the o↵-detector data in accordance with the

background rejection rate.

The VAE scheme, with an on-chip encoder followed by an o↵-detector decoder and

classifier, outperforms the on-chip classifier approach in all metrics, with a lower latency,

resource usage, and o↵-detector data rate, along with better performance of the pileup

classification task. The order of magnitude reduction in o↵-detector data rate, along

with the generality of the VAE compression method which can be easily adapted to a

wide variety of detector signals, indicates its potential to enhance future DAQ schemes.

VAE + O↵-Detector Classifier On-Chip Classifier

Latency [ns] 15 25

LUTs 27,629 38,394

DSPs 680 723

FFs 850 931

BR @ SE=0.93 0.36 0.32

BR @ SE=0.98 0.23 0.18

Data Compression (%) 7.6 82

Table 1. Summary of model performance metrics, namely latency, on-detector
resources (LUTs, DSPs, FFs), background rejection (BR) for two fixed signal
e�ciencies (SE) on the pileup classification task, and the percent of the original data
volume that is transmitted o↵ the detector. Two models are shown: the VAE scheme
which includes an on-detector encoder followed by o↵-detector decoder and classifier
stages, and a classifier that can fit on-detector requirements.

4. Anomaly Detection

A natural capability of the on-detector encoder stage of a VAE is the ability to use a

track’s latent space encoding to perform anomaly detection at the edge. Again, the data-

driven training of the VAE allows for a model to learn the underlying data distribution

and detect outlier tracks without any use of a signal model, enabling agnostic detection
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of unusual detector activity ranging from detector malfunctions [19, 20] to potential

new physics. Furthermore, the ability to detect anomalies in real-time in a VAE-based

readout scheme could allow the readout to dynamically decide whether to compress the

event, or transmit it o↵-detector in full uncompressed precision for further study.

To test the anomaly detection capability, synthetic track events representing various

detector anomalies are constructed starting from original smart pixel dataset tracks.

Three di↵erent kinds of detector anomalies are considered: sensors with a single dead

pixel, with a single noisy pixel, or a dead row of pixels in the sensor. Dead pixels rows

are randomly chosen from pixel rows with nonzero charge and their charge is set to

a value of zero. Individual dead pixels are randomly chosen from the brighter half of

pixels with nonzero charge. The noise level in the loud pixel anomaly is determined by

the 99th percentile of the max pixel value across the entire dataset. Figure 4 displays

these anomalies as they appear in the pixel sensor, alongside a standard smart pixel

track for reference.

Figure 4. Display of the smart pixel simulated tracks and their pattern of charge
deposition across the simulated sensor of the smart pixel dataset, including a typical
background track (top left), along with the three types of anomalies, namely a dead
pixel (top right), loud pixel (bottom left), and a dead pixel row (bottom right).

The KLD of a track in the latent space is a useful proxy for how anomalous the track

appears to the VAE, as it is a function of both the Gaussian mean µ and width � of the

encoded input. Given the extreme constraints on model complexity, it is challenging


