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ARDE: Neural network-based algorithms for
discrimination between electrons and γ-rays

The results of the ARDE project will be presented, aiming to develop innovative algorithms based
on neural network architectures to discriminate between signals induced by electrons and γ-rays
in semiconductor detectors, specifically in Si(Li) and HPGe. The algorithm performances for in-
ternal conversion electron spectroscopy measurements in an energy range from ∼300 keV to ∼1-2
MeV will be investigated. Using techniques based on artificial intelligence and machine learning
enables the simultaneous analysis of all the information of the signal shape, rather than relying on
a correlation between two parameters as in traditional PSA techniques. Thanks to ARDE, the in-
strumentation used for internal conversion electron spectroscopy measurements will be simplified,
moving away from the current reliance on magnetic γ-ray filters. These filters cause significant
technical issues during measurements, such as making detection efficiency highly dependent on
the energy of the electrons. Furthermore, the techniques developed in this project will provide
the foundation for other applications, such as those related to the search for rare events (e.g., 0νββ
decay) and medical applications, where measuring β-radiation doses and energy in the presence
of γ-radiation background is crucial.

AI keywords

PSA, Analysis

Primary author: MARCHINI, Naomi (Istituto Nazionale di Fisica Nucleare)

Presenter: MARCHINI, Naomi (Istituto Nazionale di Fisica Nucleare)
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AI for cosmic ray direct detection in space with the
DAMPE mission

DArk Matter Particle Explorer (DAMPE) is a pioneering instrument launched in space in 2015,
designed for precise cosmic ray measurements reaching unprecedented hundreds of TeV in energy.
One of the key challenges with DAMPE lies in cosmic ray data analysis at such high energies.
It has been shown recently that deep learning can boost the experiment precision in regression
(particle reconstruction) and classification (particle identification) tasks, in some cases replacing
conventional techniques such as Kalman-based track finding. The new deep learning pipeline
of DAMPE allowed to extend the energy reach of its measurements and enabled a non-trivial
enhancement in accuracy. In this talk, we will present the AI methods used in DAMPE emphasizing
their impact for the science performed with the mission.

AI keywords

CNNs; offline data reconstruction; pattern recognition; regression; classification

Primary author: TYKHONOV, Andrii

Presenter: TYKHONOV, Andrii
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Adversarial Machine Learning for Robust Event
Classification in Particle Physics

Adversarial machine learning is a collection of techniques used to study attacks on machine learn-
ing algorithms. It is commonly used in cybersecurity and still has few applications in fundamental
physics. Since systematic effects in detector data, often absent in Monte Carlo simulations, chal-
lenge the performance of machine learning models in particle physics, in this work we model
the detector as an “adversary”, either as an “enemy” introducing realistic perturbations to expose
model vulnerabilities or as a “friend” simulating systematic effects during training. This dual ap-
proach forces classifiers to learn invariant features, improving robustness and accuracy on real data.
Applied to simulated detector events, our method demonstrates superior generalization compared
to traditional approaches, addressing systematic uncertainties in experimental science.

AI keywords

simulation-based inference; adversarial machine learning

Primary author: BRUNDU, Davide (Istituto Nazionale di Fisica Nucleare)

Presenter: BRUNDU, Davide (Istituto Nazionale di Fisica Nucleare)
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A(i)DAPT Program

A(i)DAPT is a program which aims to utilize AI techniques, in particular generative modeling, to
support Nuclear and High Energy Physics experiments. Its purpose is to extract physics directly
from data in the most complete manner possible. Generative models such GANs are employed to
capture the full correlations between particles in the final state of nuclear reactions. This many-
fold program will allow us to to achieve various goals including accurately fitting data in a multi-
dimensional space and unfolding detector effects to minimize their impact on the relevant physics.
Moreover, it will enable us to store a large amount of realistic-like data in an extremely compact
format and to extract reaction amplitudes in an alternative way. We aim at incorporating univer-
sality of scattering amplitudes, training networks with different kinematics of the same final state
or different final states to recover the underlying physics. As of today, we’ve conducted a posi-
tive closure test on inclusive electron scattering, demonstrating that generative models are able
to reproduce 2 − π photoproduction data. We also showed that GANs are a viable tool to unfold
detector smearing and acceptance, ensuring the preservation of initial correlations.

AI keywords

Generative Adversarial Networks; simulation-based inference; Multi-dimensional correlations;

Primary author: VITTORINI, Tommaso (Istituto Nazionale di Fisica Nucleare)

Presenter: VITTORINI, Tommaso (Istituto Nazionale di Fisica Nucleare)
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Advanced Tracking Analysis in Space Experiments
with Graph Neural Networks

The integration of advanced artificial intelligence techniques into astroparticle experiments marks
a transformative step in data analysis and experimental design. As space missions grow increas-
ingly complex, the adoption of AI technologies becomes critical to optimizing performance and
achieving robust scientific outcomes.
This study focuses on the development of innovative AI-driven algorithms for tracking purposes,
leveraging the power of Graph Neural Networks (GNNs). GNNs, a subset of geometric deep learn-
ing, are well-suited for exploiting the inherent graph structure of tracking systems, where nodes
correspond to energy deposits (hits) and edges represent their interconnections. These networks
enable a range of tasks, including node classification, link prediction, and graph classification, tai-
lored to the specific challenges of space-based experiments.
A key obstacle in tracking systems for space experiments is the high-noise environment, charac-
terized by backscattering tracks from calorimeter, which complicate the accurate identification of
the primary particle trajectory. To overcome this, we propose a novel GNN-based approach for
node-level classification, designed to distinguish noise hits, which include backscattering hits and
electronic noise, from signal hits and accurately reconstruct particle tracks
The algorithm recognizes the primary hits among the noises one and allows to easily retrieve the
track parameters.
By addressing these challenges, our work aims to improve the accuracy and reliability of data in-
terpretation in astroparticle physics, paving the way for more precise and insightful discoveries
through the application of cutting-edge AI methodologies.

AI keywords

Graph Neural Network; SageConv; Supervised Learning;Classification

Primary author: Dr CUNA, Federica (Istituto Nazionale di Fisica Nucleare- Sezione di Bari)

Co-authors: Dr GARGANO, Fabio (INFN-Bari); BOSSA, Maria (Istituto Nazionale di Fisica Nucle-
are); MAZZIOTTA, Mario Nicola (Istituto Nazionale di Fisica Nucleare)

Presenter: Dr CUNA, Federica (Istituto Nazionale di Fisica Nucleare- Sezione di Bari)
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EMBER-2: towards implicit emulators to constrain
astrophysics in FIRE-based simulations

Galaxy formation is a complex problem that links large-scale cosmology with small-scale astro-
physics over cosmic timescales. The most principled method, full hydrodynamical simulations,
come with high computational costs and thus, the development of faster models is essential. Mod-
ern field level emulation techniques leverage Convolutional Neural Networks (CNNs) to “paint”
baryonic channels directly on top of dark matter simulations. These emulators are fast to train and
reproduce relevant correlations at a fraction of the computational cost compared to traditional sim-
ulations.

I will introduce EMBER-2, an enhanced version of the EMBER (Emulating Baryonic EnRichment)
framework, designed to emulate baryon channels including gas and HI density, velocity, and tem-
perature over a broad redshift range, from z=6-0. EMBER-2 features a style-based network com-
bined with implicit convolution kernels for fast and accurate emulations. EMBER-2 is capable of
interpolating across the entire redshift range with a single CNN and small memory footprint.

EMBER-2 can accurately reconstruct HI-related metrics, such as the cosmic HI column densities,
cross-correlations between dark matter, gas, and HI, as well as the correct HI fraction in gaseous
halos.
In a different application, I will also present how EMBER-2 can be used to reconstruct the under-
lying dark matter distribution from HI surface densities.
I will outline how these advancements lay the groundwork for future analysis pipelines, such as
those for the SKA, to constrain dark matter and galaxy formation models.

AI keywords

Generative Adversarial Networks, Distribution Learning, Physics-based Emulators

Primary author: BERNARDINI, Mauro

Presenter: BERNARDINI, Mauro

Track Classification: Simulations & Generative Models
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Advanced Particle Classification in Space Missions
Using Transformers

The application of advanced artificial intelligence (AI) techniques in astroparticle experiments rep-
resents a groundbreaking advancement in data analysis and experimental design. As space mis-
sions become increasingly complex, integrating AI technologies is essential for optimizing their
performance and enhancing their scientific outcomes. In this study, we propose a fully custom-
designed Transformer-based model tailored for calorimeters in space-based experiments. One of
the goal for space calorimeter experiment is to distinguish between particle types, such as electrons
and protons. By capturing the dependencies within these features, Transformers can achieve ro-
bust classifications, even when the data spans thousands of channels or dimensions. By addressing
these challenges, we aim to enhance the accuracy and reliability of data interpretation in astropar-
ticle physics through the application of advanced artificial intelligence techniques. Furthermore,
this approach has the potential to extend the classification capability across a very broad energy
range, spanning from 1 GeV to 100 TeV.

AI keywords

Transformer, supervised algorithm, classification

Primary author: BOSSA, Maria (Istituto Nazionale di Fisica Nucleare)

Co-authors: Dr GARGANO, Fabio (INFN-Bari); Dr CUNA, Federica (Istituto Nazionale di Fisica
Nucleare- Sezione di Bari)

Presenter: BOSSA, Maria (Istituto Nazionale di Fisica Nucleare)
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Full-stack quantum machine learning on hybrid
quantum-classical platforms

We discuss about applications of hybrid quantum-classical computing and present Qiboml, an
open-source software library for Quantum Machine Learning (QML) integrated with the Qibo
quantum computing framework. Qiboml interfaces most used classical Machine Learning frame-
works such as TensorFlow, PyTorch and Jax with Qibo. This combination enables users to construct
quantum or hybrid classical-quantum models that can be executed on any type of hardware accel-
erators: multi-threading CPU, GPU and multi-GPU for quantum simulation on classical hardware
(using state-vector and tensor network approaches) and Quantum Processing Units (QPU) for ex-
ecution on self-hosted quantum devices. We present a High-Energy Physics application executed
on a superconducting single-qubit device through Qiboml.

AI keywords

quantum-machine-learning, hybrid-computing

Primary author: CARRAZZA, Stefano (Istituto Nazionale di Fisica Nucleare)

Presenter: CARRAZZA, Stefano (Istituto Nazionale di Fisica Nucleare)
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Field-Level Emulation with Neural Networks

Upcoming galaxy surveys promise to greatly inform our models of the Universe’s composition and
history. Leveraging this wealth of data requires simulations that are accurate and computationally
efficient. While N-body simulations set the standard for precision, their computational cost makes
them impractical for large-scale data analysis. In this talk, I will present a neural network-based
emulator for modelling nonlinear cosmic structure formation at the field level. Starting from the
linear initial conditions of the early Universe, this model predicts the nonlinear evolution from
an N-body simulation. We include the underlying cosmological parameters and time evolution,
ensuring physical consistency by enforcing a key constraint: velocities correspond to time deriva-
tives of displacements. This constraint markedly enhances the model’s accuracy. Trained on an
extensive suite of N-body simulations, the network achieves remarkable precision, particularly
on small, nonlinear scales where traditional approximations often struggle. The model effectively
captures highly nonlinear phenomena, including dark matter halo mergers, and is computation-
ally efficient enough for tasks such as generating mock catalogs and reconstructing the Universe’s
initial conditions, as I will demonstrate with various applications. This method paves the way for
robust, large-scale cosmological analyses using nonlinear scales at the field level.

AI keywords

physics-informed neural network; surrogate model; simulation-based inference

Primary author: JAMIESON, Drew (Max-Planck Institute for Astrophysics)

Presenter: JAMIESON, Drew (Max-Planck Institute for Astrophysics)

Track Classification: Inference & Uncertainty
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GINGERINO signal reconstruction and classification
through neural networks implementation

GINGER data analysis is based on the experience gained with GINGERINO data analysis, the gen-
eral analysis scheme will be described.
The reconstruction of the beat frequency of a laser gyroscope signal in the shortest possible time is
a non-trivial challenge. Advancements in artificial intelligence are used to develop a DAQ system
capable of determining the beat signal frequency with higher precision than the FFT-based algo-
rithm, achieving a delay time of just one-hundredth of a second. This neural network achieves
double the precision compared to the FFT algorithm. The reconstructed signal is then classified
by exploiting the relationship between laser physics phenomena and fringe contrast monitoring.
Furthermore, a neural network created for seismic event recognition has, trained on real events
present in GINGERINO’s data, achieved an accuracy on the available test data ranging between
99% and 100%.

AI keywords

Anomaly detection; fast frequency reconstruction; seismic event recognition; minimal time delay

Primary author: DI SOMMA, Giuseppe (Istituto Nazionale di Fisica Nucleare)

Presenter: DI SOMMA, Giuseppe (Istituto Nazionale di Fisica Nucleare)
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Towards more precise data analysis with
Machine-Learning-based particle identification with

missing data

Identifying products of ultrarelativistic collisions delivered by the LHC and RHIC colliders is one
of the crucial objectives of experiments such as ALICE and STAR, which are specifically designed
for this task. They allow for a precise Particle Identification (PID) over a broad momentum range.

Traditionally, PID methods rely on hand-crafted selections, which compare the recorded signal
of a given particle to the expected value for a given particle species (i.e., for the Time Projection
Chamber detector, the number of standard deviations in the dE/dx distribution, so-called “nσ”
method). To improve the performance, novel approaches use Machine Learning models that learn
the proper assignment in a classification task.

However, because of the various detection techniques used by different subdetectors (energy loss,
time-of-flight, Cherenkov radiation, etc.), as well as the limited detector efficiency and acceptance,
particles do not always yield signals in all subdetectors. This results in experimental data which
include “missing values”. Out-of-the-box ML solutions cannot be trained with such examples
without either modifying the training dataset or re-designing the model architecture. Standard
approaches to this problem used, i.e., in image processing involve value imputation or deletion,
which may alter the experimental data sample.

In the presented work, we propose a novel and advanced method for PID that addresses the prob-
lem of missing data and can be trained with all of the available data examples, including incomplete
ones, without any assumptions about their values [1,2]. The solution is based on components used
in Natural Language Processing Tools and is inspired by AMI-Net, an ML approach proposed for
medical diagnosis with missing data in patient records.

The ALICE experiment was used as an R&D and testing environment; however, the proposed
solution is general enough for other experiments with good PID capabilities (such as STAR at
RHIC and others). Our approach improves the F1 score, a balanced measure of the PID purity and
efficiency of the selected sample, for all investigated particle species (pions, kaons, protons).

[1] M. Kasak, K. Deja, M. Karwowska, M. Jakubowska, Ł. Graczykowski & M. Janik, “Machine-
learning-based particle identification with missing data”, Eur.Phys.J.C 84 (2024) 7, 691

[2] M. Karwowska, Ł. Graczykowski, K. Deja, M. Kasak, and M. Janik, “Particle identification with
machine learning from incomplete data in the ALICE experiment”, JINST 19 (2024) 07, C07013

AI keywords

transformer encoder; attention; classification; incomplete data; embedding

Primary author: Prof. GRACZYKOWSKI, Lukasz (Warsaw University of Technology (PL))

Co-authors: Dr DEJA, Kamil (Warsaw University of Technology (PL)); Ms KARWOWSKA, Maja
(Warsaw University of Technology (PL)); Dr JANIK, Malgorzata (Warsaw University of Technology
(PL)); Mr KASAK, Milosz (Warsaw University of Technology (PL)); Dr JAKUBOWSKA, Monika (War-
saw University of Technology (PL))

Presenter: Prof. GRACZYKOWSKI, Lukasz (Warsaw University of Technology (PL))
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Simulation-Based Inference of the Double White
Dwarf Population in Gravitational Wave Data

Understanding the population properties of double white dwarfs (DWDs) in the Milky Way is a
key science goal for the upcoming gravitational wave detector, LISA. However, the vast number
of galactic binaries (~30×106) and the large data size (~6×106) pose significant challenges for tra-
ditional Bayesian samplers. In this talk, I present a simulation-based inference framework to infer
the population characteristics of these binaries directly from LISA data. Our approach leverages
a GPU-accelerated forward simulator, enabling the efficient generation of synthetic populations
under various astrophysical models. We design a robust summary statistic to compress the high-
dimensional input data while preserving the essential population information. We demonstrate
the potential for scalable and accurate population inference for deeper insights into the evolution
and distribution of galactic white dwarfs.

AI keywords

Simulation-Based Inference; Bayesian Inference; Data-Summaries; Parameter Estimation

Primary author: SRINIVASAN, Rahul (Istituto Nazionale di Fisica Nucleare)

Co-authors: Dr PITTE, Chantal (SISSA, Italy); BARAUSSE, Enrico; Prof. TROTTA, Roberto (SISSA,
Italy)

Presenter: SRINIVASAN, Rahul (Istituto Nazionale di Fisica Nucleare)
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Variational inference for pile-up removal at hadron
colliders with diffusion models

We present a novel method for pile-up removal of pp interactions using variational inference with
diffusion models, called Vipr. Instead of using classification methods to identify which particles are
from the primary collision, a generative model is trained to predict the constituents of the hard-
scatter particle jets with pile-up removed. This results in an estimate of the full posterior over
hard-scatter jet constituents, which has not yet been explored in the context of pile-up removal.
We evaluate the performance of Vipr in a sample of jets from simulated tt¯ events overlain with pile-
up contamination. Vipr outperforms SoftDrop in predicting the substructure of the hard-scatter
jets over a wide range of pile-up scenarios.

AI keywords

Diffusion; Transformers; variational inference

Primary authors: POLLARD, Chris (University of Warwick); Dr RAINE, John; ALGREN, Malte
(UNIGE); GOLLING, Tobias (University of Geneva)

Presenter: ALGREN, Malte (UNIGE)
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pop-cosmos: scaleable Bayesian inference of galaxy
properties under a diffusion model prior

Projects such as the imminent Vera C. Rubin Observatory are critical tools for understanding cos-
mological questions like the nature of dark energy. By observing huge numbers of galaxies, they
enable us to map the large scale structure of the Universe. However, this is only possible if we are
able to accurately model our photometric observations of the galaxies, and thus infer their redshifts
and other properties. I will present a new approach to this problem, which uses a neural emulator
to speed up a complex physical model for galaxy spectra (stellar population synthesis; SPS), and a
GPU-enabled batched ensemble sampler for posterior sampling. We perform this inference under
a flexible diffusion model prior on the 16 physical parameters. This prior is a population distri-
bution that was trained to reproduce the multi-band photometry of a deep 26-band dataset taken
from the Cosmic Evolution Survey (COSMOS). I will present the different stages of our pipeline,
including the emulation of SPS, the initial training of our population model, and our use of this
model as a prior in subsequent inference for individual galaxies. The use of neural emulation
for the SPS calculations has enabled us to perform full Bayesian inference for ~300,000 individual
galaxies from COSMOS with a sophisticated SPS model - with ongoing work scaling this to tens of
millions of galaxies from the Kilo-Degree Survey (KiDS). I will also demonstrate that our popula-
tion model prior enables more precise and less biased redshift inference than competing methods,
with a significantly reduce rate of catastrophic failures.

AI keywords

diffusion models; Bayesian inference; generative models; emulators

Primary author: THORP, Stephen (Oskar Klein Centre, Stockholm University)

Co-authors: Dr ALSING, Justin (Oskar Klein Centre, Stockholm University); Prof. PEIRIS, Hi-
ranya (Institute of Astronomy, University of Cambridge); Dr DEGER, Sinan (Institute of Astronomy,
University of Cambridge); Prof. MORTLOCK, Daniel (Astrophysics Group & Department of Mathe-
matics, Imperial College London); Dr LEISTEDT, Boris (Astrophysics Group, Imperial College Lon-
don); Prof. LEJA, Joel (Department of Astronomy & Astrophysics, The Pennsylvania State Univer-
sity); Dr LOUREIRO, Arthur (Oskar Klein Centre, Stockholm University); Dr HALDER, Anik (Institute
of Astronomy, University of Cambridge)

Presenter: THORP, Stephen (Oskar Klein Centre, Stockholm University)
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Tests for model misspecification in simulation-based
inference: from local distortions to global model

checks

Model misspecification analysis strategies, such as anomaly detection, model validation, and model
comparison are a key component of scientific model development. Over the last few years, there
has been a rapid rise in the use of simulation-based inference (SBI) techniques for Bayesian parame-
ter estimation, applied to increasingly complex forward models. To move towards fully simulation-
based analysis pipelines, however, there is an urgent need for a comprehensive simulation-based
framework for model misspecification analysis.

In this talk, I will describe a solid and flexible foundation for a wide range of model discrepancy
analysis tasks, using distortion-driven model misspecification tests. From a theoretical perspective,
I will introduce the statistical framework built around performing many hypothesis tests for dis-
tortions of the simulation model. I will also make explicit analytic connections to classical tech-
niques: anomaly detection, model validation, and goodness-of-fit residual analysis. Furthermore,
I will introduce an efficient self-calibrating training algorithm that is useful for practitioners. I will
demonstrate the performance of the framework in multiple scenarios, making the connection to
classical results where they are valid. Finally, I will show how to conduct such a distortion-driven
model misspecification test for real gravitational wave data, specifically on the event GW150914.

Related work at https://arxiv.org/abs/2412.15100 .

AI keywords

simulation-based inference, misspecification tests, out-of-distribution, anomaly detection

Primary authors: ANAU MONTEL, Noemi (Max Planck Institute for Astrophysics); ALVEY, James
(University of Cambridge); WENIGER, Christoph (GRAPPA, University of Amsterdam)

Presenter: ANAU MONTEL, Noemi (Max Planck Institute for Astrophysics)
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A Deep Learning approach to event reconstruction in
Super-Kamiokande

Super-Kamiokande is a 50-kton Water Cherenkov detector, operating since 1996 in the Kamioka
mine, Japan, whose broad scientific program spans from neutrino physics to baryon number vi-
olating processes, such as proton decay. In this preliminary study I show the development of a
Deep Learning model, based on Convolutional Neural Networks (CNN) and Residual Neural Net-
works (ResNet), for event reconstruction in Super-Kamiokande. To do so, simulated event samples
have been used. This study aims to the development of a software tool to be employed alongside
the official reconstruction software (fiTQun) to improve particle detection and reconstruction for
proton decay analysis.

AI keywords

CNN;ResNet;pattern recognition;image analysis

Primary author: CALABRIA, Nicola Fulvio (Istituto Nazionale di Fisica Nucleare)

Presenter: CALABRIA, Nicola Fulvio (Istituto Nazionale di Fisica Nucleare)
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Rapid Identification and Classification of Eccentric
Binary Blackhole mergers using Machine Learning

The future of Gravitational Wave (GW) detectors [LVK] have made remarkable progress, with an
expanding sensitivity band and the promise of exponential increase in detection rates for upcom-
ing observing runs [O4 and beyond]. Among the diverse sources of GW signals, eccentric Binary
mergers present an intriguing and computationally challenging aspect. We address the imperative
need for efficient detection and classification of eccentric Binary mergers using Machine Learning
(ML) techniques. Traditional Bayesian Parameter estimation methods, while accurate, can be pro-
hibitively time-consuming and computationally expensive. To overcome this challenge, we lever-
age the capabilities of ML to expedite the identification and classification of eccentric GW events.
I will present our approach that employs Separable Convolutional Neural Networks (SCNN) to dis-
criminate between non-eccentric and eccentric Binary mergers and further classifying the latter
into categories of low, moderate, and high eccentricity mergers.

AI keywords

CNN, Separable CNN, Neural Networks

Primary author: SHARMA, Yuvraj

Co-author: Dr KUMAR, Prayush (International Centre for Theoretical Sciences, Bangalore)

Presenter: SHARMA, Yuvraj
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Quantum Dynamics with Time-dependent NQS

One of the main challenges in solving quantum many-body (MB) problems is the exponential
growth of the Hilbert space with system size.

In this regard, a new promising alternative are neural-network quantum states (NQS).
This approach leverages the parameterization of the wave function with neural-network architec-
tures.
Compared to other variational methods, NQS are highly scalable with systemsize and can naturally
capture complex behaviours. #nonlinearities and nonlocal correlations within the system.

Here, we present proof-of-principle time-dependent NQS simulations, involving coherent states of
single-particle models, to illustrate the ability of this approach to effectively capture key aspects
of quantum dynamics in the continuum.
These results pave the way to more complex MB systems with promising applications in nuclear
physics, ultracold atoms, and quantum simulations.

AI keywords

Neural Quantum States; reinforcement learning; real-time dynamics;

Primary author: ROMERO-ROS, Alejandro (Universitat de Barcelona)

Presenter: ROMERO-ROS, Alejandro (Universitat de Barcelona)
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DINAMO: Dynamic and INterpretable Anomaly
MOnitoring for Large-Scale Particle Physics

Experiments

Ensuring reliable data collection in large-scale particle physics experiments demands Data Quality
Monitoring (DQM) procedures to detect possible detector malfunctions and preserve data integrity.
Traditionally, this resource-intensive task has been handled by human shifters who may struggle
with frequent changes in operational conditions. Instead, to simplify and automate the shifters’
work, we present DINAMO: a dynamic and interpretable anomaly detection framework for large-
scale particle physics experiments in time-varying settings [1]. Our approach constructs evolving
histogram templates with built-in uncertainties, featuring both a statistical variant - extending
the classical Exponentially Weighted Moving Average (EWMA) - and a machine learning (ML)-
enhanced version that leverages a transformer encoder for improved adaptability and accuracy.
Both approaches are studied using comprehensive synthetic datasets that emulate key features
of real particle physics detectors. Validations on a large number of such datasets demonstrate the
high accuracy, adaptability, and interpretability of these methods, with the statistical variant being
commissioned in the LHCb experiment at the Large Hadron Collider, underscoring its real-world
impact.

[1] A. Gavrikov, J. García Pardiñas, and A. Garfagnini, DINAMO: Dynamic and INterpretable
Anomaly MOnitoring for Large-Scale Particle Physics Experiments (2025). Link: https://arxiv.org/abs/2501.19237

AI keywords

Anomaly Detection; Interpretability; Online Learning; Transformer

Primary authors: GAVRIKOV, Arsenii (Istituto Nazionale di Fisica Nucleare); Dr GARCÍA PAR-
DIÑAS, Julián (University of Milano-Bicocca)

Co-author: GARFAGNINI, Alberto (Istituto Nazionale di Fisica Nucleare)

Presenter: GAVRIKOV, Arsenii (Istituto Nazionale di Fisica Nucleare)
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Unsupervised Particle Tracking with Neuromorphic
Computing

We study the application of a neural network architecture for identifying charged particle trajecto-
ries via unsupervised learning of delays and synaptic weights using a spike-time-dependent plas-
ticity rule. In the considered model the neurons receive time-encoded information on the position
of particle hits in a tracking detector for a particle collider, modeled according to the geometry of
the Compact Muon Solenoid Phase II detector. We show how a spiking neural network is capable
of successfully identifying in a completely unsupervised way the signal left by charged particles
in the presence of conspicuous noise from accidental or combinatorial hits, opening the way to
applications
of neuromorphic computing to particle tracking. The presented results motivate further studies
investigating neuromorphic computing as a potential solution for real-time, low-power particle
tracking in future high-energy physics experiments.
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Gaussian Processes: Machine Learning for
Observable Interpolation & Data Analysis

Current studies of the hadron spectrum are limited by the accuracy and consistency of datasets.
Information derived from theory models often requires fits to measurements taken at specific val-
ues of kinematic variables, which needs interpolation between such points. In sparse datasets the
quantification of uncertainties is problematic. Machine Learning is a powerful tool that can be
used to build an interpolated dataset, with quantification of uncertainties. The primary focus here
is one type of machine learning called a Gaussian Process (GP).

By calculating the covariance between known datapoints, the GP can predict the mean and stan-
dard deviation of other, unknown, datapoints, with no theoretical model dependence. The GP
model presented here uses a bespoke method to find the optimal hyperparameters, using Bayesian
inference. Checking and testing is performed using Legendre polynomials to ensure it is unbiased
and gives accurate predictions.

The GP can also be used to give a probability density prediction between conflicting, and potentially
inconsistent, datasets of the same physics observable. This enables theorists to test their models
using the largest likelihood available from data.
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Optimal Equivariance from the Matrix-Element
Method

The Matrix-Element Method (MEM) has long been a cornerstone of data analysis in high-energy
physics. It leverages theoretical knowledge of parton-level processes and symmetries to evalu-
ate the likelihood of observed events. We combine MEM-inspired symmetry considerations with
equivariant neural network design for particle physics analysis. Even though Lorentz invariance
and permutation invariance over all reconstructed objects are the largest and most natural sym-
metry in the input domain, we find that they are sub-optimal in most practical search scenarios.
We propose a longitudinal boost-equivariant message-passing network. We present numerical
studies demonstrating MEM-inspired architectures achieve new state-of-the-art performance in
distinguishing di-Higgs decays to four bottom quarks from the QCD background, with enhanced
sample and parameter efficiencies. This synergy between MEM and equivariant deep learning
opens new directions for physics-informed architecture design, promising more powerful tools
for probing physics beyond the Standard Model.

AI keywords

Group Equivariance, Message Passing Neural Networks, Point Clouds

Primary authors: MAITRE, Daniel (Institute for Particle Physics Phenomenology, Durham Univer-
sity); NGAIRANGBAM, Vishal (Institute for Particle Physics Phenomenology, Durham University); SPAN-
NOWSKY, Michael (Institute for Particle Physics Phenomenology, Durham University)

Presenter: NGAIRANGBAM, Vishal (Institute for Particle Physics Phenomenology, Durham Univer-
sity)

Track Classification: Explainability & Theory

April 5, 2025 Page 23



EuCAIFCon 2025 / Report of Contributions Automatizing the search for mass …

Contribution ID: 23 Type: Poster + Flashtalk

Automatizing the search for mass resonances using
BumpNet

The search for resonant mass bumps in invariant-mass histograms is a fundamental approach for
uncovering Beyond the Standard Model (BSM) physics at the Large Hadron Collider (LHC). Tradi-
tional, model-dependent analyses that utilize this technique, such as those conducted using data
from the ATLAS detector at CERN, often require substantial resources, which prevent many fi-
nal states from being explored. Modern machine learning techniques, such as normalizing flows
and autoencoders, have facilitated such analyses by providing various model-agnostic approaches;
however many methods still depend on background and signal assumptions, thus decreasing their
generalizability. We present BumpNet, a convolutional neural network (CNN) that predicts log-
likelihood significance values in each bin of smoothly falling invariant-mass histograms, enhanc-
ing the search for resonant mass bumps. This technique enables a model-independent search of
many final states without the need for traditional background estimation, making Bump-
Net a powerful tool for exploring the many unsearched areas of the phase space while saving
analysis time. Trained on a dataset consisting of realistic smoothly-falling data and analytical func-
tions, the network has produced encouraging results, such as predicting the correct significance
of the Higgs boson discovery, agreement with a previous ATLAS dilepton resonance search, and
success in realistic Beyond the SM (BSM) scenarios. We are now training and optimizing BumpNet
using ATLAS Run 2 Monte Carlo data, with the ultimate goal of performing general searches on
real ATLAS data. These encouraging results highlight the potential for BumpNet to accelerate the
discovery of new physics.
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LLM-based AI assistant for HEP data analysis

The data processing and analyzing is one of the main challenges at HEP experiments, normally
one physics result can take more than 3 years to be conducted. To accelerate the physics analysis
and drive new physics discovery, the rapidly developing Large Language Model (LLM) is the most
promising approach, it have demonstrated astonishing capabilities in recognition and generation
of text while most parts of physics analysis can be benefitted. In this talk we will discuss the
construction of a dedicated intelligent agent, an AI assistant at BESIII based on LLM, the potential
usage to boost hadron spectroscopy study, and the future plan towards a AI scientist.
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ML techniques to search for antideuterons with
AMS-02 on the International Space Station

Most of the antimatter in cosmic rays is produced by collisions of high energy particles with the
interstellar medium while they propagate through it. The detection of an antimatter component
over the collisional background can be used to investigate new sources, as the presence of dark
matter annihilations in the halo. A possible smoking gun for dark matter is given by the detection
of antideuterons below the GeV/n scale, where the secondary production is forbidden by kinemat-
ics and the presence of anti-deuterons can be associated only with exotic processes. The Alpha
Magnetic Spectrometer (AMS) installed in 2011 on the International Space Station, is a large field
of view high-energy particle detector able to measure rare antimatter components. However, the
antideuteron search requires a high level of background rejection, coming from cosmic protons
and antiprotons. In this talk I will discuss the experimental methods, and the ML techniques, that
are used to reject the background in the AMS data.
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FAIR Universe : HiggsML Uncertainty Challenge
Competition

The Fair Universe project organised the HiggsML Uncertainty Challenge, which took place
from Sep 2024 to 14th March 2025. This groundbreaking competition in high-energy physics (HEP)
and machine learning was the first to place a strong emphasis on uncertainties, focusing on mas-
tering both the uncertainties in the input training data and providing credible confidence intervals
in the results.
The challenge revolved around measuring the Higgs to tau+ tau- cross-section, similar to the Hig-
gsML challenge held on Kaggle in 2014, using a dataset representing the 4-momentum signal
state. Participants were tasked with developing advanced analysis techniques capable of not only
measuring the signal strength but also generating confidence intervals that included both statis-
tical and systematic uncertainties, such as those related to detector calibration and background
levels. The accuracy of these intervals was automatically evaluated using pseudo-experiments to
assess correct coverage.
Techniques that effectively managed the impact of systematic uncertainties were expected to per-
form best, contributing to the development of uncertainty-aware AI techniques for HEP and po-
tentially other fields. The competition was hosted on Codabench, an evolution of the Codalab
platform, and leveraged significant resources from the NERSC infrastructure to handle the thou-
sands of required pseudo-experiments.
This competition was selected as a NeurIPS competition, and the preliminary results were pre-
sented at the NeurIPS 2024 conference in December. As the challenge concluded in March 2025,
an account of the most innovative solutions and final outcomes will be presented at this conference.
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Robustly Dissecting the Gamma-Ray Sky at High
Latitudes with Simulation-Based Inference

Over the past 16 years, the Fermi Large Area Telescope (LAT) has significantly advanced our view
of the GeV gamma-ray sky, yet several key questions remain - such as the nature of the isotropic
diffuse background, the properties of the Galactic pulsar population, and the origin of the GeV ex-
cess towards the Galactic Centre. Addressing these challenges requires sophisticated astrophysical
modelling and robust statistical methods capable of handling high-dimensional parameter spaces.
In this work, we analyse 14 years of high-latitude (|b| > 30◦) Fermi-LAT data in the 1–10 GeV
range using simulation-based inference (SBI) via neural ratio estimation. This approach allows us
to detect individual gamma-ray sources and derive a source catalogue with estimated positions
and fluxes that are consistent with the bright portion of the Fermi-LAT collaboration’s 4FGL cata-
logue. Additionally, we reconstruct the source-count distribution dN/dS in both parametric and
non-parametric forms, achieving good agreement with previous literature results and detected
sources. We also quantitatively validate our gamma-ray emission simulator via an anomaly detec-
tion technique demonstrating that the synthetic data closely reproduces the complexity of the real
observations.
This study highlights the practical utility of SBI for complex, high-dimensional problems in gamma-
ray astronomy and lays the groundwork for its application to more challenging sky regions or data
from next-generation facilities such as the Cherenkov Telescope Array Observatory.
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An implementation of neural simulation-based
inference for parameter estimation in ATLAS

Neural simulation-based inference is a powerful class of machine-learning-based methods for sta-
tistical inference that naturally handles high-dimensional parameter estimation without the need
to bin data into low-dimensional summary histograms. Such methods are promising for a range
of measurements, including at the Large Hadron Collider, where no single observable may be op-
timal to scan over the entire theoretical phase space under consideration, or where binning data
into histograms could result in a loss of sensitivity. This work develops a neural simulation-based
inference framework for statistical inference, using neural networks to estimate probability den-
sity ratios, which enables the application to a full-scale analysis. It incorporates a large number of
systematic uncertainties, quantifies the uncertainty due to the finite number of events in training
samples, develops a method to construct confidence intervals, and demonstrates a series of inter-
mediate diagnostic checks that can be performed to validate the robustness of the method. A first
full application of the novel techniques to an ATLAS measurement of the off-shell Higgs boson
in the H → ZZ → 4ℓ final state is also presented. This approach represents an extension to the
standard statistical methodology used by the experiments at the Large Hadron Collider, and can
benefit many other physics analyses as well.
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Synthetic data generation for the training of trigger
systems and embodied models.

The sheer volume and complexity of data from high-energy physics experiments makes neural
networks particularly attractive for the implementation of trigger systems. On the other hand,
a large amount of classified and labelled data is required to train a network and this can be a
complex task, especially if the experimental data were in the form of images. In this contribution
we discuss the possibility of constructing a synthetic dataset using other neural networks that can
be trained with a small number of real-world data examples. This synthetic dataset can be used
to train pattern recognition systems as well as to train embodied models to make the measuring
instrument an independent robotic system. An example of this technique applied to images of the
plastic detectors of the MoEDAL experiment at CERN will be shown.
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Accelerating TimeSPOT Detector Simulation with
Deep Learning

The TimeSPOT project has developed innovative sensors optimized for precise space and time mea-
surements of minimum-ionizing particles in high-radiation environments. These sensors demon-
strate exceptional spatial resolution (around 10 µm) and time resolution (around 10 ps), while
withstanding high fluences (> 10¹⁷ 1 MeV n_eq/cm²). Tests on small-scale structures confirm their
potential for deployment in next-generation inner trackers, including potential applications in
experiments such as the new VELO detector of LHCb Upgrade II (Hi-Lumi LHC) and neutrino-
tagging techniques. However, large-scale simulations within a full detector apparatus are essential
to validate performance. Detailed simulations using Geant4/TCAD/TCoDe are computationally
expensive, limiting design studies. To address this, we have developed a fast simulation based on
deep learning, initially focusing on a Multi-Layer Perceptron (MLP) architecture. This work estab-
lishes a crucial proof-of-concept for applying machine learning to accelerate detector simulation.

Our approach involves training the MLP on a dataset of simulated TimeSPOT events (single-pixel
geometry) generated with Geant4/TCAD/TCoDe. The trained model is converted to highly opti-
mized C++ code via ONNX and ROOT TMVA SOFIE, and has been successfully integrated into the
Gauss simulation framework. This integration demonstrates the feasibility of embedding machine
learning models directly within complex simulation environments.

Results demonstrate a substantial speedup (10⁴-10⁵ times) compared to traditional simulations,
while maintaining good accuracy. Subsequent work has explored advanced architectures, includ-
ing Edge-Activated Adaptive Function Networks (EAAFNs), achieving even higher accuracy (R² >
0.99 for charge, R² > 0.93 for CoG). These EAAFN models are candidates for future integration.

This fast simulation, currently for a single TimeSPOT pixel, paves the way for significant advance-
ments: multi-pixel geometries, entire detector modules, and other detector types. The proven
methodology –training, conversion to optimized C++, and integration –can be extended to param-
eterizable simulations.

AI keywords

fast simulation; deep learning; MLP; EAAFN; SOFIE; ONNX; TimeSPOT; Gauss

Primary authors: Dr LIANG, Zhihua (Istituto Nazionale di Fisica Nucleare); LOI, Angelo (Isti-
tuto Nazionale di Fisica Nucleare); CABIDDU, Stefano (Istituto Nazionale di Fisica Nucleare); OLDE-
MAN, Rudolf (Istituto Nazionale di Fisica Nucleare); LAMPIS, Andrea (Istituto Nazionale di Fisica Nu-
cleare); CONTU, Andrea (Istituto Nazionale di Fisica Nucleare); LAI, Adriano (Istituto Nazionale di
Fisica Nucleare)

Presenter: Dr LIANG, Zhihua (Istituto Nazionale di Fisica Nucleare)

Track Classification: Simulations & Generative Models

April 5, 2025 Page 31



EuCAIFCon 2025 / Report of Contributions SKATR: A Self-Supervised Summa …

Contribution ID: 31 Type: Parallel talk

SKATR: A Self-Supervised Summary Transformer for
the Square Kilometer Array

The Square Kilometer Array (SKA) will bring about a new era of radio astronomy by allowing 3D
imaging of the Universe during Cosmic Dawn and Reionization. Machine learning promises to be
a powerful tool to analyze the highly structured and complex signal, however accurate training
datasets are expensive to simulate and supervised learning may not generalize. We introduce
SKATR, a self-supervised vision transformer whose learned encoding can be cheaply adapted for
downstream tasks on 21cm maps. Focusing on regression and posterior inference of simulation
parameters, we demonstrate that SKATR representations are near lossless. We also study how
SKATR generalizes to differently-simulated datasets and compare to fully-supervised baselines.
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On the accuracy of posterior recovery with neural
network emulators

Neural network emulators or surrogates are widely used in astrophysics and cosmology to ap-
proximate expensive simulations, accelerating both likelihood-based inference and training for
simulation-based inference. However, emulator accuracy requirements are often justified heuris-
tically rather than with rigorous theoretical bounds. We derive a principled upper limit on the
information loss introduced by an emulator with a given accuracy. This is quantified via the
Kullback-Leibler divergence between the true posterior, which would be recovered using full sim-
ulations if computationally feasible, and the inferred posterior obtained with the emulator. Under
assumptions of model linearity, uncorrelated noise, and a Gaussian likelihood, we show that accu-
rate posterior recovery remains possible even when emulator errors reach 20% of the data noise
level. We demonstrate the utility of this bound with an example from 21-cm cosmology, where neu-
ral networks are extensively used to constrain the astrophysics of the early universe with current
observational limits.
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Bridging the Gap: Unfolding and Quantification
Learning for Physics Research

The resolution of any detector is finite, leading to distortions in the measured distributions. Within
physics research, the indispensable correction of these distortions is know as Unfolding. Machine
learning research uses a different term for this very task: Quantification Learning. For the past
two decades, this difference in terminology (and some differences in notation) have prevented
physicists and computer scientists from acknowledging the fact that Unfolding and Quantification
Learning cover indeed the same mathematical problem.

In this talk, I will bridge the gap between these two branches of research and I will provide an
overview of the many key results that Quantification Learning has produced over the past two
decades, covering statistical consistency, the anatomy of reconstruction errors, improved opti-
mization techniques, more informative data representations, and arbitrary numbers of observable
quantities. Each of these results has immediate and compelling implications on the practice of
Unfolding, tackling questions like: Which algorithms are trustworthy? How can we increase their
performance and how should we implement them? How much data do we need? Which of the
current limits are inherent and which can be lifted? I will discuss these questions from an inter-
disciplinary perspective, taking into account recent developments from both physics and machine
learning research.
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Detecting gravitational waves using convolutional
neural networks.

The first detection of the gravitational wave event GW150914 in 2015 opened the doors to the
gravitational astronomy. Since then, hundreds of such events have been detected. Some of these
have been particularly significant, such as GW170817, the first binary neutron star merger. This
detection enabled a measurement of electromagnetic counterpart marking the beginning of the
multi-messenger astrophysics with gravitational waves. Detecting such events is extremely chal-
lenging. The challenges go from noise isolation in interferometers to the data analysis techniques
used to identify and characterize the signals in the interferometric data. In this context, machine
learning techniques have been deeply explored as potential solutions to the gravitational wave
detection. In this work, we explore a possible solution in data analysis for discovering binary neu-
tron star events, which so far have represented the biggest challenge for machine learning method.
Exploiting simulated data that includes Gaussian noise, transient noise and gravitational wave sig-
nals, a Residual Network is trained and tested to recognize the presence of a gravitational wave
signal in the data. We compare the performance of this approach with well-established methods
that are used presently for the detection of gravitational waves.
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Simulation-Based Inference for Antenna Gain
Calibration in 21 cm Cosmology

The 21 cm signal from neutral hydrogen is a key probe of the Epoch of Reionization (EoR), marking
the universe’s transition from a cold, neutral state to a predominantly hot, ionized one, driven
by the formation of the first stars and galaxies. Extracting this faint 21 cm signal from radio
interferometric data requires precise gain calibration. However, traditional calibration methods are
computationally expensive and time-intensive. More efficient calibration techniques are urgently
needed with next-generation radio telescopes like the Square Kilometer Array (SKA) set to host
hundreds of antennas.

To address this challenge, we present a sequential simulation-based inference (SBI) approach for
direction-independent gain calibration, designed to automate and accelerate the process while im-
proving scalability and accuracy. Once a forward model is established to generate simulations—
transformations of the true sky image due to antenna gain variations—neural posterior estimation
(NPE) with embedding networks is employed to infer the correct gain values for multiple anten-
nas from the joint parameter-data distribution. We leverage GPU-accelerated parallelization to
efficiently estimate the large number of gain parameters involved, within a feasible time frame.

The Bayesian framework enables robust uncertainty estimation, which traditional methods often
overlook while facilitating faster and more reliable analysis of real SKA data. Future work could ex-
tend this approach to direction-dependent gains and other systematic effects or involve validating
existing radio data. By integrating these techniques into the analysis pipeline, we can fully ex-
ploit SKA’s unprecedented sensitivity, significantly improving our ability to extract fundamental
cosmological insights from large-scale observations.
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OmniJet-alpha and beyond: foundation model
expansions

OmniJet-alpha, released in 2024, is the first cross-task foundation model for particle physics, demon-
strating transfer learning between an unsupervised problem (jet generation) and a classic super-
vised task (jet tagging). This talk will present current developments and expansions of the model.
We will for example show how we are able to utilize real, unlabeled CMS data to pretrain the model.
We will also cover how OmniJet-alpha can be used to generate calorimeter showers, showcasing
its capabilities to work with very different data types.
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Towards a Pixel-Based Imaging of
Quantum-Correlation Functions

Understanding hadron structure requires the extraction of Quantum Correlation Functions (QCFs),
such as parton distribution functions and fragmentation functions, from experimental data. The
extraction of QCFs involves solving an inversion problem, which is ill-posed due to errors and
limitations in the experimental data.

To address this challenge, we propose a novel method for extracting QCFs by conceptualizing them
as images or multidimensional tensors. This approach allows us to leverage image processing
techniques, including Generative Adversarial Networks (GANs), to not only extract the QCFs but
also quantify the associated uncertainties.

We will present results showcasing the application of this novel framework to the extraction of
Generalized Parton Distribution Functions (GPDs) and Transverse Momentum Dependent Distri-
bution Functions (TMDs).
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BART-Lagrangian : When Transformers Write
Particle Physics Lagrangians

In physics, Lagrangians provide a systematic way to describe laws governing physical systems. In
the context of particle physics, they encode the interactions and behavior of the fundamental build-
ing blocks of our universe. By treating Lagrangians as complex, rule-based constructs similar to
linguistic expressions, we trained a transformer model– proven to be effective in natural language
tasks – to predict the Lagrangian corresponding to a given list of particles. We report on the trans-
former’s performance in constructing Lagrangians respecting the SU(3)×SU(2)×U(1) gauge sym-
metries. The resulting model is shown to achieve high accuracies with Lagrangians up to six mat-
ter fields, with the capacity to generalize beyond the training distribution, albeit within architec-
tural constraints. We show through embedding analysis that the model has internalized concepts
such as group representations and conjugation operations eventhough it is trained to generate La-
grangians. It is also capable of generating parts of known Lagrangians such as the Standard Model
and other BSM models. We make the model and training datasets available to the community.
An interactive demonstration can be found at: https://huggingface.co/spaces/JoseEliel/generate-
lagrangians
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Estimation of Temporal Muon Signals in
Water-Cherenkov Detectors of the Surface Detector

of the Pierre Auger Observatory

The Pierre Auger Observatory is a cosmic-ray detector that uses multiple systems to simultane-
ously observe extensive air showers (EAS). EAS are particle cascades initiated by ultra-high-energy
cosmic rays (UHECRs) interacting with the atmosphere of the Earth. Determining the sources of
UHECRs requires precise knowledge of their mass composition. One key observable for estimat-
ing the mass of an impinging cosmic ray is the number of muons created in the shower cascade.
The Surface Detector (SD) of the Observatory is a 3,000 km2 array of independent detector stations.
The main component of the SD stations is a water-Cherenkov detector, which records the signals
of air shower particles reaching the ground. Since the particle cascade consists of many different
elementary particles, such as muons, electrons, and photons, filtering the detected signals to iso-
late the muonic component is non-trivial. To estimate the contribution of muons in these signals, a
recurrent neural network approach based on long short-term memory layers was developed. The
model performs well on simulations, achieving a small muon signal bias on an unseen dataset
and generalizing across different hadronic interaction models. In addition, the estimator can be
calibrated using measurements from the Underground Muon Detector, a set of buried scintillator
detectors that directly measure high-energy muons. Such a calibration is a key advantage due to
limitations in shower and detector simulations.
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Emulating CO Line Radiative Transfer with Deep
Learning

The adoption of AI-based techniques in theoretical research is often slower than in other fields due
to the perception that AI-based methods lack rigorous validation against theoretical counterparts.
In this talk, we introduce COEmuNet, a surrogate model designed to emulate carbon monoxide
(CO) line radiation transport in stellar atmospheres.

COEmuNet is based on a three-dimensional residual neural network and is specifically trained
to generate synthetic observations of evolved star atmospheres. The model is trained on data
from hydrodynamic simulations of Asymptotic Giant Branch (AGB) stars perturbed by a binary
companion. Given a set of input parameters, including velocity fields, temperature distributions,
and CO molecular number densities, the COEmuNet model emulates spectral line observations
with a mean relative error of ~7% compared to a classical numerical solver of the radiative transfer
equation, while being 1,000 times faster.

This presentation will also include some of our preliminary results, demonstrating the improved
performance achieved through Physics-Informed Machine Learning (PIML) applied to the same
problem, highlighting its potential for accelerating radiative transfer modelling in AGB stars.
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Neural Network-Based Particle Identification:
Towards Physics-Informed Loss Functions

In this conference contribution, we present our findings on applying Artificial Neural Networks
(ANNs) to enhance off-vertex topology recognition using data from the HADES experiment at
GSI, Darmstadt. Our focus is on decays of Λ and K0

S particles produced in heavy ion as well
as elementary reactions. We demonstrate how ANNs can enhance the separation of weak decays
from combinatorial background by performing a MultiVariate Analysis (MVA), taking into account
strong nonlinear correlations between topology parameters.

Furthermore, we introduce Physics Informed Loss Functions to test whether it improves the results
significantly. This contribution also discusses the potential of improving the identification of single
charged particle tracks coming from the primary vertex.
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Rings of Light, Speed of AI: YOLO for Cherenkov
Reconstruction

Cherenkov rings play a crucial role in identifying charged particles in high-energy physics (HEP)
experiments. The size of the light cone depends directly on the mass and momentum of the par-
ticle that produced it. Most Cherenkov ring pattern reconstruction algorithms currently used in
HEP experiments rely on a likelihood fit to the photo-detector response, which often consumes a
significant portion of the computing budget for event reconstruction. As the field moves toward
real-time event reconstruction, faster and more efficient techniques are needed.
We present a novel approach to Cherenkov ring reconstruction using YOLO, a computer vision
algorithm capable of real-time object identification with a single pass through a neural network.
The pipeline is trained on a simulated dataset containing approximately 60 Cherenkov rings per
event, with significant overlaps on the detector plane. The performance meets the requirements
of modern HEP experiments, achieving a reconstruction efficiency above 95% and a pion misiden-
tification rate below 5% across a wide momentum range for all particle species.
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Signals in the Noise: Learning Invariant
Representations for Ultra-Fast Edge Applications in

High-Energy Physics

At CERN’s Large Hadron Collider (LHC), hardware trigger systems are crucial in the first stages of
data processing: they select a tiny fraction of the 40 million collision events per second for further
analysis, within a few microseconds.
Machine Learning (ML) techniques being used more and more frequently to enable the efficient
selection of extremely rare events.
These ML algorithms are deployed on custom computing platforms equipped with Field-Programmable
Gate Arrays (FPGAs) to satisfy the extreme throughput and latency constraints.
Moreover, the loss of valuable data can be further minimised by decorrelating these algorithms
from certain features in this data, thus ensuring that their performance remains robust across
varying conditions.
For example, rare event searches at the LHC require methods that can effectively leverage both
simulated and real-world data to train robust and accurate models.
Additionally, anomaly detection methods are highly susceptible to biases in the data, such as pile-
up.
% Standard invariant representation techniques face significant challenges due to the stringent
throughput and latency constraints.

In this work, we propose novel methods for learning invariant representations designed for ultra-
fast inference and high-throughput edge applications.
Our contributions are fourfold:
i) we introduce mutual information-based measures to learn invariant representations for both
supervised and unsupervised domains;
ii) we develop a new dataset to benchmark and evaluate these techniques;
iii) we implement a stochastic Bernoulli-layer in hardware description language (HDL) to enable
seamless integration into FPGAs; and
iv) we demonstrate these techniques on two important physics applications: precision measure-
ments of the τ → 3µ process in the LHCb experiment, and real-time anomaly detection in the
CMS Experiment.
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EagleEye: A general-purpose density anomaly
detection method

Modern high-energy physics experiments generate massive, high-dimensional datasets that de-
mand advanced strategies for anomaly detection. This talk presents EagleEye, a novel density-
based method designed to compare two multivariate distributions on a point-by-point basis using
a distribution-free approach rooted in Bernoulli and binomial statistics. EagleEye’s determinis-
tic framework, which analyzes local neighborhoods to pinpoint deviations, can be shown to out-
perform established techniques on challenging domain searches such as the LHC Olympics R&D
dataset in a completely unsupervised manner, without the need to specify signal regions and/or
control regions, or any other weakly-supervised prescription. In this talk I will discuss the statisti-
cal properties of EagleEye, detailing how the algorithm remains computationally efficient and par-
allelizable, whilst explaining how the method can locate anomolous regions of over/underdensity
in feature space, and even estimate the total and local signal-to-background ratio. I will also
show how EagleEye can be readily adapted to a diverse range of science tasks—from new particle
searches to climate data.
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Developing Artificial Intelligence in the Cloud: the
AI_INFN Platform

Machine Learning (ML) is driving a revolution in the way scientists design, develop, and deploy
data-intensive software. However, the adoption of ML presents new challenges for the computing
infrastructure, particularly in terms of provisioning and orchestrating access to hardware accel-
erators for development, testing, and production. The INFN-funded project AI_INFN (”Artificial
Intelligence at INFN”) aims at fostering the adoption of ML techniques within INFN use cases
by providing support on multiple aspects, including the provisioning of AI-tailored computing
resources. It leverages cloud-native solutions in the context of INFN Cloud, to share hardware
accelerators as effectively as possible, ensuring the diversity of the Institute’s research activities
is not compromised. In this contribution, we provide an update on the commissioning of a Ku-
bernetes platform designed to ease the development of GPU-powered data analysis workflows
and their scalability on heterogeneous distributed computing resources, also using the offloading
mechanism with Virtual Kubelet and InterLink API, in synergy with InterTwin. This setup can
manage workflows across different resource providers, such as Leonardo CINECA, and hardware
types, which are crucial for scientific use cases that require dedicated infrastructures for different
parts of the workload. Initial test results, emerging case studies and integration scenarios will be
presented with functional tests and benchmarks.
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DeepExtractor: Time-domain reconstruction of
signals and glitches in gravitational wave data with

deep learning

Gravitational wave (GW) interferometers, such as LIGO, Virgo, and KAGRA, detect faint signals
from distant astrophysical events. However, their high sensitivity also makes them susceptible to
background noise, which can obscure these signals. This noise often includes transient artifacts
called “glitches”, that can mimic genuine astrophysical signals or mask their true characteristics.
Fast and accurate reconstruction of both signals and glitches is crucial for reliable scientific infer-
ence. In this study, we present \textit{DeepExtractor}, a deep learning framework that is designed
to reconstruct signals and glitches with power exceeding interferometer noise, regardless of their
source. We design DeepExtractor to model the inherent noise distribution of GW interferometers,
following conventional assumptions that the noise is Gaussian and stationary over short time
scales. It operates by predicting and subtracting the noise component of the data, retaining only
the clean reconstruction of signal or glitch. Our innovative approach achieves superior generaliza-
tion capabilities for arbitrary signals and glitches compared to methods that directly map inputs
to the clean training waveforms. We focus on applications related to glitches and validate DeepEx-
tractor’s effectiveness through three experiments: (1) reconstructing simulated glitches injected
into simulated detector noise, (2) comparing its performance with the state-of-the-art BayesWave
algorithm, and (3) analyzing real data from the Gravity Spy dataset to demonstrate effective glitch
subtraction from LIGO strain data. Our proposed model achieves a median mismatch of only 0.9
for simulated glitches, outperforming several deep learning baselines. Additionally, DeepExtrac-
tor surpasses BayesWave in glitch recovery, offering a dramatic computational speedup by recon-
structing one glitch sample in approximately 0.1 seconds on a CPU, compared to BayesWave’s
processing time of approximately one hour per glitch.
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Physics-guided Machine Learning methods in
QUBIC

Today, many physics experiments rely on Machine Learning (ML) methods to support their data
analysis pipelines. Although ML has revolutionized science, most models are still difficult to in-
terpret and lack clarity of the process with which they calculate results and the way they utilize
information from used datasets. In this work, we introduce physics-guided ML methods that keep
the reliability of traditional statistical techniques (e.g. minimization, likelihood analysis), which
are accurate but often slow, and use the speed and efficiency of deep learning - without loos-
ing interpretability. We show methods that offer insight into details of the dataset by informing
the models with the underlying physics and analyzing information gain, allowing interpretability
while also optimizing data usage. The approach is presented in the context of QUBIC, an uncon-
ventional experiment designed to investigate the Cosmic Microwave Background using bolometric
interferometry, with the goal of detecting primordial gravitational waves. Methods are applied to
the process of convolved map reconstruction, and show how physics-guided methods can aid in
interpretability, parameter estimation, fitting, memory optimization, and more. This approach is
not limited to cosmology, and can be applied in many areas of research.
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Physics Instrument Design with Reinforcement
Learning

We present a case for the use of Reinforcement Learning (RL) for the design of physics instrument
as an alternative to gradient-based instrument-optimization methods (arXiv:2412.10237). It’s appli-
cability is demonstrated using two empirical studies. One is longitudinal segmentation of calorime-
ters and the second is both transverse segmentation as well longitudinal placement of trackers
in a spectrometer. Based on these experiments, we propose an alternative approach that offers
unique advantages over differentiable programming and surrogate-based differentiable design op-
timization methods. First, Reinforcement Learning (RL) algorithms possess inherent exploratory
capabilities, which help mitigate the risk of convergence to local optima. Second, this approach
eliminates the necessity of constraining the design to a predefined detector model with fixed pa-
rameters. Instead, it allows for the flexible placement of a variable number of detector components
and facilitates discrete decision-making. We then discuss the road map of how this idea can be ex-
tended into designing very complex instruments. The presented study sets the stage for a novel
framework in physics instrument design, offering a scalable and efficient framework that can be
pivotal for future projects such as the Future Circular Collider (FCC), where most optimized detec-
tors are essential for exploring physics at unprecedented energy scales.

More: https://arxiv.org/abs/2412.10237
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End-to-end optimization of a Muon Collider
calorimeter

Setup design is a critical aspect of experiment development, particularly in high-energy physics,
where decisions influence research trajectories for decades. Within the MODE Collaboration, we
aim to generalize Machine Learning methodologies to construct a fully differentiable pipeline for
optimizing the geometry of the Muon Collider Electromagnetic Calorimeter.

Our approach leverages Denoising Diffusion Probabilistic Models (DDPMs) for signal generation
and Graph Neural Networks (GNNs) for photon reconstruction in the presence of Beam-Induced
Background from muon decays. Through automatic differentiation, we integrate these compo-
nents into a unified framework that enables end-to-end optimization of calorimeter configurations.
We present the structure of this pipeline, discuss key generation and reconstruction techniques,
and showcase the latest results on proposed geometries.
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Interaction-Aware and Domain-Invariant
Representation Learning for Inclusive Flavour

Tagging

Measurements of neutral, oscillating mesons are a gateway to quantum mechanics and give access
to the fundamental interactions of elementary particles. For example, precise measurements ofCP
violation in neutral B mesons can be taken in order to test the Standard Model of particle physics.
These measurements require knowledge of the B-meson flavour at the time of its production,
which cannot be inferred from its observed decay products. Therefore, multiple LHC experiments
employ machine learning-based algorithms, so-called flavour taggers, to exploit particles that are
produced in the proton-proton interaction and are associated with the signal B meson to predict
the initial B flavour. A state-of-the-art approach to flavour tagging is the inclusive evaluation of
all reconstructed tracks from the proton-proton interaction using a Deep Set neural network.

Flavour taggers are desired to achieve optimal performance for data recorded from proton-proton
interactions while being trained with a labelled data sample, i.e., with Monte Carlo simulations.
However, the limited knowledge of QCD processes introduces inherent differences between sim-
ulation and recorded data, especially in the quark-fragmentation processes that are relevant for
flavour tagging. Existing flavour taggers neither model these differences nor do they model inter-
actions between tracks explicitly, being at danger of overfitting to simulations, of not providing
optimal performance for physics analyses, and of requiring a careful calibration on data.

We present an inclusive flavour tagger that builds on set transformers (to model particle interac-
tions via set attention) and on domain-adversarial training (to mitigate differences between data
sources). These foundations allow the tagger to learn intermediate data representations that are
both interaction-aware and domain-invariant, i.e., they capture the interactions between tracks
and do not allow for an overfitting to simulations. In our benchmark, we increase the statistical
power of flavour-tagged samples by 10% with respect to the usage of deep sets, thus demonstrating
the value of interaction-aware and domain-invariant representation learning.
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Learning to Optimize Cosmic Initial Conditions with
Non-Differentiable Structure Formation Models

Traditional gradient-based optimization and statistical inference methods often rely on differ-
entiable models, making it challenging to optimize models with non-differentiable components.
In this talk, I’ll introduce Learning the Universe by Learning to Optimize (LULO), a novel deep
learning-based framework designed to fit non-differentiable simulators at non-linear scales to data.
By employing a neural optimizer in an iterative scheme while keeping full physics simulations in
the loop, LULO ensures both scalability and reliability. In particular, I will demonstrate how LULO
accurately reconstructs the 3D cosmological initial conditions and corresponding late-time struc-
tures from mock data generated by a non-differentiable and non-linear simulator pipeline. Our
method provides a promising path forward for performing detailed field-level inference with next-
generation galaxy clustering survey data, without the need for differentiable models.
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AI-enabled Insights Into Galaxy Evolution

Understanding the properties of galaxy populations and their evolution is directly linked to the
success of large-scale surveys such as The Vera C. Rubin Observatory’s Legacy Survey of Space
and Time (LSST). Galaxy spectral energy densities (SEDs) encode these properties, but SED obser-
vations for a broad wavelength range via spectroscopy is a time consuming practice. LSST will
perform photometric observations measuring the integrated light through a handful of bandpasses,
effectively trading information loss for observational speed. An early obstacle we need to over-
come is the inference of accurate distances (redshifts) from these limited photometric observations.
We addressed this challenge with a forward modeling framework, pop-cosmos, utilizing AI to infer
redshifts jointly with constraining galaxy properties. The complex space of galaxy properties is
calibrated by fitting a population model parametrized by a diffusion model to photometric data.
This high-dimensional fitting, complete with data-driven noise modeling and flexible selection ef-
fects, is achieved via a novel use of simulation-based inference. We fit this model to photometric
data from one of the deepest extragalactic surveys, COSMOS2020. As a result samples from our
trained model are realizations of the galaxy population within the survey limiting magnitude and
up to a redshift of 4, capturing 90% of cosmic time. Therefore pop-cosmos unlocks a medium for
the study of galaxy evolution that was not possible before. I will be presenting population-level
results, specifically a comprehensive look at the star formation histories of galaxies inferred from
our model. This will entail a detailed picture of the stellar mass assembly of galaxies together
with the evolution of their metallicity and colors. I will showcase key results like the cosmic star
formation rate density we derive using our model, and how these compare with results from the
extensive literature.
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Anomaly Detection with Machine Learning in Time
Series

Multimessenger astrophysics relies on multiple observational data channels, necessitating efficient
methods for analyzing events of astrophysical origin. With the continuous increase in both volume
and complexity of data from modern observatories, advanced Machine Learning techniques have
become very useful for identifying and classifying signals effectively.

My project aim at developing a framework using Machine Learning techniques to analyze time
series data. The use case that will be presented regards the data from the Anti-Coincidence Detec-
tor (ACD) onboard the Fermi Gamma-ray Space Telescope. The primary objective is to enhance
the detection of high-energy transient events, such as Gamma-Ray Bursts (GRBs) and other astro-
physical signals.
An ensamble of Neural Networks models may be employed to model and predict the temporal struc-
ture of the ACD background data. The network’s predictions serve as a baseline for implementing
a triggering algorithm designed for anomaly detection. By identifying significant deviations from
the predicted background, the system effectively flags potential astrophysical transients in the
ACD time series data.

In addressing challenges such as noise variability, this work explores advanced approaches to refine
anomaly detection thresholds, by characterizing the noise amplitude in the data. Bayesian Neural
Networks (BNNs) are highlighted as a promising method to dynamically adapt thresholds based
on the noise characteristics of the data, offering a robust alternative to traditional fixed-threshold
methods. These developments demonstrate a robust and adaptable framework for signal detection,
applicable across various datasets and observatories in multimessenger astrophysics.
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Simulation-based inference for parameter estimation
of high-redshift sources with the Einstein telescope

The Einstein Telescope (ET) will be a key instrument for detecting gravitational waves (GWs) in
the coming decades. However, analyzing the data and estimating source parameters will be chal-
lenging, especially given the large number of expected detections—between 104 and 105 per year
—which makes current methods based on stochastic sampling impractical. In this work, we use
DingoIS to perform Neural Posterior Estimation (NPE), a simulation-based inference technique
that leverages normalizing flows to approximate the posterior distribution of detected events. Af-
ter training, inference is fast, requiring only a few minutes per source, and accurate, as validated
through importance sampling. We process 1000 randomly selected injections and achieve an aver-
age sample efficiency of ∼ 13%, which increases to ∼ 18% (∼ 20%) if we consider only sources
merging at redshift z > 4 (z > 10). To confirm previous findings on ET ability to estimate
parameters for high-redshift sources, we compare NPE results with predictions from the Fisher
information matrix (FIM) approximation. We find that FIM underestimates sky localization errors
by a factor of > 8, as it does not capture the multimodalities in sky localization introduced by the
geometry of the triangular detector. On the contrary, FIM overestimates the uncertainty in lumi-
nosity distance by a factor of ∼ 3 on average when the injected luminosity distance dinj

L > 105

Mpc, further confirming that ET will be particularly well suited for studying the early Universe.
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Accurate and computationally inexpensive 21 cm
maps with diffusion models

Modeling the distribution of neutral hydrogen is essential for understanding the physics of struc-
ture formation and the nature of dark matter, but accurate numerical simulations are computa-
tionally expensive. We describe a novel Variational Diffusion Model (VDM), built on a 3D CNN
attention U-Net architecture, which we use in concert with the CAMELS simulation suite to gen-
erate accurate 21 cm intensity maps from computationally inexpensive dark-matter-only N-body
simulations. Our model delivers both halo mass density and neutral hydrogen maps in large cos-
mological boxes of 25 (Mpc/h)3, from which we derive highly accurate 21 cm power spectra up to
scales as small as k = 10 h Mpc−1. We discuss the strengths of this method compared to existing
approaches (e.., its ease of training) and highlight potential applications in the upcoming SKA era
for cosmological studies and for distinguishing between cold and warm dark matter models.
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Synthetic Data Generation with Lorenzetti for Time
Series Anomaly Detection in High-Energy Physics

Calorimeters

Anomaly detection in multivariate time series is crucial to ensure the quality of data coming from
a physics experiment. Accurately identifying the moments when unexpected errors or defects
occur is essential but challenging, as the types of anomalies are unknown beforehand and reliably
labeled data is scarce. Additionally, the multi-dimensional nature of time series data adds to the
problem’s complexity, as the correlations between different dimensions must be considered.

To address the lack and unreliability of labeled data, we produce synthetic data with the Lorenzetti
Simulator, a general-purpose framework simulating a high energy experiment, where we intro-
duce artificial anomalies in the calorimeter. By introducing artificial anomalies in the calorimeter,
we can systematically evaluate the effectiveness and sensitivity of anomaly detection methods, in-
cluding transformer-based and other deep learning models. The approach employed here is generic
and can be adapted to various detector architectures and their potential defects.
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Transformer-based compression of big data

The storage, transmission and processing of data is a major challenge across many fields of physics
and industry. Traditional generic data compression techniques are lossless, but are limited in
performance and require additional computation.

BALER [1,2] is an open-source autoencoder-based framework for the development of tailored lossy
data compression models suitable for data from multiple disciplines. BALER models can also be
used in FPGAs to compress live data from detectors or other sources, potentially allowing for
massive increases in network throughput.

This presentation will introduce BALER and discuss recent developments and results. These in-
clude the development and analysis of new transformer-based autoencoder models, the applica-
tion of BALER to particle physics analyses and the resulting affect on discovery significance, and
the evaluation of the energy consumption and sustainability of differing autoencoder compression
models.

BALER is developed by a cross-disciplinary team of physicists, engineers, computer scientists and
industry professionals, and has received substantial contributions from a large number of master’
s and doctoral students. BALER has received support from industry both in providing datasets to
develop BALER, and to transfer industry best practices.

[1] https://arxiv.org/pdf/2305.02283.pdf
[2] https://github.com/baler-collaboration/baler
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Efficient combination of Likelihood-Based and
Simulation-Based Inference: application to

Planck+Euclid analyses

Simulation-based inference (SBI) allows amortized Bayesian inference for simulators with implicit
likelihoods. However, some explicit likelihoods cannot easily be reformulated as simulators, hin-
dering its integration into combined analyses within the SBI framework. One key example in
cosmology is given by the Planck CMB likelihoods. In this talk, I will present a simple method to
construct an effective simulator for any explicit likelihood using posterior samples from a previ-
ously converged MCMC run. To illustrate this method, I conduct a joint cosmological analysis that
combines the full Planck CMB likelihoods with a simulator for an Euclid-like galaxy survey. This
result opens up the possibility of performing massive global scans combining explicit and implicit
likelihoods in a hyper-efficient way.
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Advancing b-Decay Reconstruction via
Probability-Weighted Message Passing in

Heterogeneous GNNs

Graph neural networks (GNNs) have become state-of-the-art tools across diverse scientific dis-
ciplines due to their ability to model complex relationships in datasets that lack simple spatial
or sequential structures. In this talk, we present recent advancements in the deep full event in-
terpretation (DFEI) framework [García Pardiñas, J., et al. Comput. Softw. Big Sci. 7 (2023) 1, 12].
The DFEI framework leverages a novel GNN-based hierarchical reconstruction of b-hadron decays
within the hadronic collision environment of the LHCb experiment. We will discuss significant
performance improvements achieved through a novel end-to-end node and edge pruning GNN
architecture that employs a novel probability-weighted message passing to exploit the intrinsic
structure of decay graphs. Finally, we introduce a more flexible heterogeneous GNN approach
with multi-task learning that not only enhances reconstruction performance but also supports ad-
ditional critical tasks simultaneously, such as precisely associating reconstructed b-hadrons with
their corresponding primary vertices.
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Can SBI unlock the LISA global fit?

The Laser Interferometer Space Antenna (LISA) will provide an unprecedented window into the
gravitational wave sky. However, it also presents a serious data analysis challenge to separate
and classify various classes of deterministic sources, instrumental noise, and potential stochastic
backgrounds. This “global fit” problem presents an extremely high-dimensional inference task that
sits right at the limits of traditional likelihood-based methods. In this talk, I will explore how SBI
could transform our approach to the LISA global fit.
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Cause-mic Universe : Causal Approaches probing
Solar and Astrophysical Variability

Astrophysical sources vary across vast timescales, providing insight into extreme dynamical phe-
nomena, from solar outbursts to distant AGNs and GRBs. These time-varying processes are of-
ten complex, nonlinear, and non-Gaussian, making it difficult to disentangle underlying causal
mechanisms, which may act simultaneously or sequentially. Using solar variability and AGNs
as examples, we demonstrate how causal inference and graphical models, supported by synthetic
time-series data, help unravel these processes. In solar variability, understanding solar wind and
flares is crucial not only for physics but also for space weather forecasting, where supervised and
unsupervised machine learning methods have made significant progress. Causal diagnostics en-
hance interpretability and feature selection. In extragalactic sources like AGNs and GRBs, causal
measures enable insights into variability mechanisms and fundamental physics, such as Lorentz
Invariance, through precise lag estimates.
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astroLLM: An AI-Powered Multi-Agent Research
Assistant for Multiwavelength and Multimessenger

Astrophysics

The rapid increase in astrophysical data and scientific literature poses a significant challenge for
researchers seeking to efficiently process, analyze, and extract meaningful insights. While tradi-
tional Large Language Models (LLMs) primarily focus on text-based tasks, there is a pressing need
for advanced AI-driven frameworks that seamlessly integrate literature review, data retrieval, and
theoretical modeling. To address this, we introduce astroLLM, an AI-powered multi-agent research
assistant, in which specialized agents handle literature retrieval, data analysis, and theoretical
modeling, collectively providing domain-specific knowledge while enabling access to extensive
datasets and novel modeling tools. astroLLM leverages Retrieval-Augmented Generation (RAG)
to synthesize information from extensive scientific literature and employs chain-of-thought rea-
soning to enhance its analytical capabilities and domain-specific applications. It interacts with ex-
ternal computational tools and astrophysical databases, including the Markarian Multiwavelength
Data Center (MMDC), providing seamless retrieval of multiwavelength and multimessenger data
from diverse catalogs. The framework also facilitates theoretical modeling through Convolutional
Neural Networks (CNNs), which are trained on outputs from leptonic and lepto-hadronic models,
thus enabling accurate spectral energy distribution (SED) modeling, parameter estimation, and
computational optimization. As a first step, astroLLM v1.0 is tailored for blazar research, with
future expansions planned to progressively include other astrophysical source classes. This pre-
sentation will discuss the architecture of astroLLM, its integration with external astrophysical
resources, and its key applications in high-energy astrophysics. We will also highlight the advan-
tages of AI-driven frameworks in multiwavelength and multimessenger studies and explore the
broader impact of LLM-assisted research in astrophysics.
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Nested sampling neural ratio estimation for
gravitational waves

Gravitational wave astronomy in the era of third-generation (3G) detectors will pose significant
computational challenges. While standard parameter estimation methods may remain technically
feasible, the demand for more efficient inference algorithms is on the rise. We present a sequen-
tial neural simulation-based inference algorithm that merges neural ratio estimation (NRE) with
nested sampling (NS) for advanced analysis in the field of gravitational waves. Building upon the
principles of PolySwyft, which introduced the NSNRE algorithm, this framework leverages the
power of JAX and seamlessly integrates the NRE algorithm with a state-of-the-art blackjax imple-
mentation of nested sampling. This integrated approach enables efficient and accurate parameter
estimation, and will enable the continuation of breakthrough science in the 3G era and beyond.
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Design of the SHiP’s Muon Shield with Machine
Learning

The SHiP experiment is a proposed fixed-target experiment at the CERN SPS aimed at searching
for feebly interacting particles beyond the Standard Model. One of its main challenges is reducing
the large number of muons produced in the beam dump, which would otherwise create significant
background in the detector. The muon shield, a system of magnets designed to deflect muons away
from the detector acceptance, must be optimized to achieve the best possible background suppres-
sion while keeping costs low. In this work, we extend previous optimization efforts by explicitly
incorporating geometric constraints and the on-the-fly simulation of field maps, providing a more
realistic evaluation of the shield’s performance. This optimization includes both the case of using
normal-conducting magnets and the potential for incorporating superconducting magnets, which
may offer significant advantages in terms of performance for the muon shielding. We start by
re-optimizing the parameters of the magnets through merging Bayesian Optimization (BO) and lo-
cal optimization with surrogate models. Moreover, to address the computational cost of full-scale
simulations, we train the surrogate model on a carefully selected reduced sample, allowing it to
predict results for the full sample without sacrificing accuracy. Building upon this, we take a step
further by generalizing the problem as a dynamic magnet and veto allocation task. Given the se-
quential nature of this challenge, we propose to apply reinforcement learning (RL) to iteratively
select and arrange magnets in an optimal configuration, offering a more flexible and adaptive so-
lution. We compare both approaches and evaluate their impact on the muon shield’s performance
and computational efficiency.
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Enhanced Gravitational Wave Detection with
Normalizing-Sequential Flow

Gravitational waves coming from mergers of binary compact objects observed by detectors like
LIGO and Virgo have profoundly transformed our understanding of the universe. However, as fu-
ture detectors become more sensitive, it becomes increasingly difficult to effectively identify and
characterize fainter and more complex signals hidden in noisy data. To address this problem, we
use a machine learning approach, Normalizing-Sequential Flow (NSFlow), which leverages sequen-
tial normalizing flows to efficiently model complex posterior distributions and enhance inference
speed. This approach provides faster sampling, more accurate uncertainty quantification, and bet-
ter scalability for large-scale gravitational wave datasets. We will use this method to reconstruct
each parameter posterior for binary black hole mergers and demonstrate its accuracy and robust-
ness in direct comparison with established likelihood-based methods.
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Tracking Transformer synthesis for low-latency
FPGA deployment

The Transformer Machine Learning architecture has been gaining considerable momentum in re-
cent years. Computational High-Energy Physics tasks such as jet tagging and particle track re-
construction (tracking), have either achieved proper solutions, or reached considerable milestones
using Transformers. On the other hand, the use of specialised hardware accelerators, especially
FPGAs, is an effective method to achieve online, or pseudo-online latencies.

The development and integration of Transformer-based machine learning on FPGAs is still ongo-
ing, and the support from current tools is very limited. Additionally, FPGA resources present a
significant constraint. Considering the model size alone, while smaller models can be deployed
directly, larger models are to be partitioned in a meaningful and ideally automated way. We aim to
develop methodologies and tools for monolithic, or partitioned Transformer synthesis, specifically
targeting inference. Our primary use-case involves machine learning models for tracking, derived
from the TrackFormers project. We strive for lower latencies compared to GPU deployments.
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Reinforcement Learning for background
determination in particle physics

Experimental studies of �-hadron decays face significant challenges due to a wide range of back-
grounds arising from the numerous possible decay channels with similar final states. For a par-
ticular signal decay, the process for ascertaining the most relevant background processes necessi-
tates a detailed analysis of final state particles, potential misidentifications, and kinematic overlaps
which, due to computational limitations, is restricted to the simulation of only the most relevant
backgrounds. Moreover, this process typically relies on the physicist’s intuition and expertise, as
no systematic method exists. This work presents a novel approach that utilises Reinforcement
Learning to overcome these challenges by systematically determining the critical backgrounds
affecting �-hadron decay measurements. Our method further incorporates advanced Artificial In-
telligence models and techniques to enhance background identification accuracy: a transformer
model is employed to handle token sequences representing decays, a Graph Neural Network is
used for predicting Branching Ratios (BRs), and Genetic Algorithms are utilised as an auxiliary
tool to efficiently explore the action space, among others.
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Pulse pile-up reconstruction using 1D-CAE for signal
discrimination in nuclear experiments

Pulse pile-up is a common issue in nuclear spectroscopy and nuclear reaction studies, degrading
energy and timing accuracy in particle identification. This work presents a novel method for re-
constructing pile-up events using a one-dimensional convolutional autoencoder (1D-CAE). The
method effectively separates and reconstructs overlapping pulses, enabling acceptance of these
events and allowing for signal discrimination. This technique successfully reconstructs over 80%
of the pile-up events acquired on a 64-bit processor. The proposed reconstruction technique has
been successfully implemented on the 32-bit microprocessor of the PINQZ2 platform (ARM Cortex-
A9), achieving similar performance as implementations on 64-bit processors. Furthermore, ongo-
ing work is adapting the model to the Artix-7 FPGA of the PINQZ2 using the HLS4ML Python
package. The results will be presented at the conference. This advancement paves the way for
real-time pulse reconstruction in high-rate nuclear experiments, significantly enhancing data ac-
quisition and analysis accuracy.
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Probing the Parameter Space of Axion-Like Particles
Using Simulation-Based Inference

Axion-like particles (ALPs) appear in various extensions of the Standard Model and can interact
with photons, leading to ALP-photon conversions in external magnetic fields. This phenomenon
can introduce characteristic energy-dependent “wiggles”in gamma-ray spectra. The Cherenkov
Telescope Array Observatory (CTAO) is the next-generation ground-based gamma-ray observa-
tory, designed to enhance sensitivity and energy coverage (20 GeV –300 TeV) over current Imag-
ing Atmospheric Cherenkov Telescopes (IACTs) and offers an excellent opportunity to study such
effects.

In this work, we employ Simulation-Based Inference (SBI) to explore the parameter space of ALPs.
Additionally, we investigate whether this inference method can produce accurate ALP exclusion
limits comparable to those reported in previous studies that use the classical likelihood-ratio ap-
proach. Through this approach, we seek to yield robust constraints on ALP-photon interactions
and make substantial advancements in this field.
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Point Cloud Machine Learning for Cell-to-Track
Association: Enhancing Event Reconstruction in

High Energy Physics

The ATLAS detector at CERN’s Large Hadron Collider (LHC) is a complex system composed of mul-
tiple subdetectors, each designed to capture complementary aspects of particle interactions. Thus,
accurate understanding of the physical phenomena under study requires effectively combining
information from these components.

This work focuses on the key challenge of associating data from the inner tracker with the corre-
sponding energy deposits in the calorimeter.

Current approaches tackle this problem in a modular fashion. First, hits in the tracker and calorime-
ter are reconstructed separately into tracks and topo-clusters, respectively. Second, tracks are it-
eratively associated with topo-clusters to improve particle identification and energy calibration in
subsequent reconstruction steps.
However, this strategy relies on rigid algorithms tuned to address reasonably well the most com-
mon known scenarios. Moreover, they fail to fully exploit the complementary information pro-
vided by the two subsystems. Consequently, errors in track and topo-cluster reconstruction are
propagated to later stages, hampering accurate association.

To overcome these limitations, we propose a PointNet model for cell-to-track association. This
approach enables the direct integration of tracking information into energy reconstruction, facil-
itates fine-grained association between tracks and individual calorimeter cells rather than whole
topo-clusters, and leverages efficient point cloud data representations.
This methodology demonstrates promising results for enhancing offline reconstruction, particu-
larly relevant for addressing the increased detector occupancy and event complexity anticipated
in the High-Luminosity LHC era.
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Anomaly preserving contrastive neural embeddings
for end-to-end model-independent searches

at~the~LHC

Anomaly detection —identifying deviations from Standard Model predictions —is a key challenge
at the Large Hadron Collider due to the size and complexity of its datasets. This is typically ad-
dressed by transforming high-dimensional detector data into lower-dimensional, physically mean-
ingful features. We tackle feature extraction for anomaly detection by learning powerful low-
dimensional representations via contrastive neural embeddings. This approach preserves poten-
tial anomalies indicative of new physics and enables rare signal extraction using novel machine
learning-based statistical methods for signal-independent hypothesis testing. We compare super-
vised and self-supervised contrastive learning methods, for both MLP- and Transformer-based neu-
ral embeddings, trained on the kinematic observables of physics objects in LHC collision events.
The learned embeddings serve as input representations for signal-agnostic statistical detection
methods in inclusive final states, achieving up to a ten fold improved detection performance over
the original feature representation and up to 35% improvement over using a physics-informed se-
lections of the same dimensionality. We achieve significant improvement in discovery power for
both rare new physics signals and rare Standard Model processes across diverse final states, demon-
strating its applicability for efficiently searching for diverse signals simultaneously. We study the
impact of architectural choices, contrastive loss formulations, supervision levels, and embedding
dimensionality on anomaly detection performance. We show that the optimal representation for
background classification does not always maximize sensitivity to new physics signals, revealing
an inherent trade-off between background structure preservation and anomaly enhancement. Our
findings demonstrate that foundation models for particle physics data hold significant potential
for improving neural feature extraction, enabling scientific discovery in inclusive final states at
collider experiments.
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Enhancing low energy reconstruction and
classification in KM3NeT/ORCA with transformers

KM3NeT is a new research infrastructure housing the next generation of neutrino telescopes in the
Mediterranean deep sea. This facility comprises two detectors: KM3NeT/ARCA and KM3NeT/ORCA,
consisting of vertically-arranged detection units, 230 and 115, respectively, each equipped with 18
digital optical modules. The photomultipliers within each optical module detect Cherenkov light
emitted by charged particles propagating in the seawater. KM3NeT/ARCA is optimized for the
search of astrophysical neutrino sources in the range of TeV to PeV; whereas KM3NeT/ORCA is
used to study the neutrino oscillation phenomena in the 1-100 GeV energy range.

The current KM3NeT/ORCA telescope, with 24 deployed detection units, is still under construction
and has not yet reached its full potential in neutrino reconstruction capability. When training any
deep learning model, no explicit information about the physics nor the detector is provided, nor is
it already embedded in the data, thus remaining unknown to the model. This study demonstrates
the efficacy of transformer models, as large representation models, on retaining valuable infor-
mation from the simulations of the complete detector when evaluating data from various smaller
KM3NeT/ORCA configurations. The study leverages the strengths of transformers, with respect
to other models, by incorporating attention masks inspired by the physics and detector design.
This allows to filter out irrelevant background light pulses and focusing on those resulting from a
neutrino interaction, at the same time it captures the physics measured on the telescope.
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Reconstructing source motion from gravitational
wave strain

The identification of burst gravitational wave signals can be challenging due to the lack of well-
defined waveform models for various source types. In this study, we propose a novel approach to
understanding the mass dynamics of the system that produced the burst signal by reconstructing
the possible motions of masses that could generate the detected waveform within certain con-
straints.

Our method involves training a normalising flow on random motions of masses, which allows us
to explore a wide range of possible mass configurations and their corresponding waveforms. By
employing this technique, we can reconstruct all feasible mass dynamics that may have contributed
to the observed gravitational wave signal.

We present some results from our analysis, as well as discuss its limitations and potential exten-
sions. These methods could provide valuable insights into the nature of burst gravitational wave
sources and point towards a better understanding of their astrophysical origins.
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Conditional Deep Generative Models for
Simultaneous Simulation and Reconstruction of

Entire Events

We extend the Particle-flow Neural Assisted Simulations (Parnassus) framework of fast simula-
tion and reconstruction to entire collider events. In particular, we use two generative Artificial
Intelligence (genAI) tools, conditional flow matching and diffusion models, to create a set of recon-
structed particle-flow objects conditioned on hadrons from CMS Open Simulations. While previ-
ous work focused on jets, our updated methods now can accommodate all particle-flow objects in
an event along with particle-level attributes like particle type and production vertex coordinates.
This approach is fully automated, entirely written in Python, and GPU-compatible. Using a variety
of physics processes at the LHC, we show that the extended Parnassus is able to generalize beyond
the training dataset and outperforms the standard, public tool Delphes.
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Gaussian-Process Bayesian Optimization for the
Design of a Precision Particle Physics Experiment

Monte-Carlo (MC) simulations are essential for designing particle physics experiments, as they
enable us to evaluate and optimize key objectives—such as enhancing experimental sensitivity
and performance. Since exhaustively sampling the full parameter space of experimental configu-
rations is computationally prohibitive, sample-efficient methods to identify promising configura-
tions are necessary. Bayesian optimization (BO) provides a principled framework for optimizing
black-box functions by constructing a surrogate model and adaptively selecting promising param-
eter configurations. Many BO methods have theoretical convergence guarantees, typically relying
on assumptions such as Lipschitz continuity or smoothness of the objective function. While these
assumptions may not strictly hold in all cases, BO provides a sample-efficient and effective strategy
for optimization.

In this study, we explore the use of BO with Gaussian processes [Chowdhury et al., 2019] in the de-
sign of an experiment searching for the electric dipole moment (EDM) of the muon at Paul Scherrer
Institute [Adelmann et al., 2025]. We aim to optimize the injection of muons into the experiment
to maximize the sensitivity to an EDM. To that end, we simulate our experiment using G4Beamline
[Roberts & Kaplan, 2007], an MC framework for particle physics built on Geant4. We begin opti-
mization with an initial set of parameter configurations, sampled using a quasi-random method to
ensure broad coverage of the search space. We then use a Gaussian process as a surrogate model
for the expensive simulation, and apply acquisition functions to choose new parameter combina-
tions to simulate. By iteratively refining the surrogate model, we strategically sample parameter
configurations that are likely to yield improvements for the sensitivity of the experiment.

Our study investigates the use of Bayesian optimization as an efficient method for parameter tun-
ing in particle physics experiments. Using surrogate modeling and adaptive sampling, this ap-
proach offers a promising direction for optimizing complex experimental configurations.

References:
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Mixture of Expert Graph Transformer for Particle
Collision Detection

The Large Hadron Collider (LHC) at CERN generates vast amounts of data from high-energy parti-
cle collisions, requiring advanced machine learning techniques for effective analysis. While Graph
Neural Networks (GNNs) have demonstrated strong predictive capabilities in high-energy physics
(HEP) applications, their “black box” nature often limits interpretability. To address this challenge,
we propose a novel Mixture-of-Experts Graph Transformer (MGT) model that enhances both pre-
dictive performance and interpretability in collision event classification.

Our approach combines a Graph Transformer architecture with Mixture-of-Experts (MoE) layers,
allowing for specialized expert subnetworks that improve classification while maintaining trans-
parency. Attention maps from the Graph Transformer provide insights into key physics-driven
features, while the MoE structure enables an analysis of expert specialization, highlighting the
model’s decision-making process. We evaluate our model using simulated collision events from
the ATLAS experiment, focusing on distinguishing rare Supersymmetric (SUSY) signal events from
Standard Model background processes. Results show that our model achieves competitive classifi-
cation accuracy while offering interpretable outputs aligned with known physics principles.

This work underscores the significance of explainable AI in HEP, ensuring greater trust in machine
learning-driven discoveries. By embedding interpretability into the model architecture, we provide
a powerful and transparent framework for analyzing complex particle collision data, paving the
way for more reliable AI-assisted research in fundamental physics.
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Data–Driven Dark Energy: Probing w(a) with
Flexknots

Recent cosmological surveys have opened a new window onto the nature of dark energy. In our
work we reconstruct the dark energy equation of state using a “flexknot”parameterisation that rep-
resents w(a) as a linear spline with free–moving nodes. By combining the latest DESI Baryonic
Acoustic Oscillation measurements with Pantheon+ supernovae data—and cross–checking our re-
sults with an independent Cobaya–based pipeline—we obtain posterior distributions for w(a) that
reveal an unexpected W–shaped structure. Although the Bayesian evidence does not ultimately
favour dynamical dark energy over the standard ΛCDM model, our analysis shows that even non–
CMB datasets can indicate deviations from a constant w = –1.
We also generalise dataset tension statistics to marginalise over multiple models, ensuring our un-
expected results are not driven by inter-dataset disagreement.
We finish with a brief discussion of the pedagogical advantages and computational benefits of
developing an analysis pipeline in-house, which, in addition to increasing efficiency, allows us
to analytically marginalise nuisance parameters and provides confidence that these features are
genuinely driven by the data.
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End-to-End Optimization of Generative AI for
Robust Background Estimation

As searches at the LHC probe increasingly rare signals against an overwhelming background of
Standard Model events, progressively tighter selection criteria are applied to enhance signal-rich
regions. Simulated background samples serve as the basis for hypothesis testing, enabling compar-
isons between observed data and expected Standard Model backgrounds. However, this approach
becomes challenging when the available background statistics are insufficient. This talk presents
an end-to-end framework for estimating background models endowed with uncertainties. We train
a generative model, explore different approaches to attribute a shape uncertainty and check its
compatibility with the underlying ground truth using NPLM, a machine learning-based goodness-
of-fit test. This procedure allows us to assess to which extent generative AI models are safe for
sampling. By incorporating well-defined uncertainties, we ensure the framework can perform
effectively even in data-limited scenarios to provide robust and reliable anomaly detection.
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Anomaly Detection with the ATLAS Trigger at CERN

The application of machine learning techniques in particle physics has accelerated the develop-
ment of methodologies for exploring physics beyond the Standard Model. This talk will present an
overview of anomaly detection and its potential to enhance the detection of new physics within
data collected by the ATLAS detector at CERN. The talk will discuss the adaptation and real-time
deployment of anomaly detection algorithms, integrated into the detector’s trigger system. Ad-
ditionally, a novel analysis strategy will be outlined for detecting non-resonant anomalies in a
model-agnostic manner, utilizing autoencoders, which are based on deep neural networks. The
presentation will include signal sensitivity studies for anomalous events, along with background
estimation studies, based on the performance of the autoencoders.
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Machine learning methods for studying cosmology
with upcoming SKA data

The formation of the first galaxies was a pivotal period in cosmic history that ended the cosmic
dark ages and paved the way for present-day galaxies such as our Milky Way. This period, char-
acterised by distinct conditions—such as the absence of crucial metals necessary for efficient gas
cooling—poses a frontier in cosmology and astrophysics, offering opportunities to discover novel
physics. Emitting energetic radiation into the intergalactic medium (IGM), these early galaxies
initiated “cosmic reionisation”, a process gradually heating and ionising the gas. The 21-cm sig-
nal, produced by the neutral hydrogen, is a unique signal that can probe the evolution of gas in
the IGM. Although current radio experiments, such as Low-frequency Array (LOFAR), Hydrogen
Epoch of Reionization Array (HERA) and Murchison Widefield Array (MWA), are attempting to
detect this signal, the upcoming low-frequency component of the Square Kilometre Array (SKA)
will revolutionise the field by producing images of the distribution of this signal on the sky at
various epochs of reionisation. This data is a treasure trove of information about the evolution of
our universe.
In this talk, I will present a U-Net-based framework designed to detect physical patterns in 21-cm
images, extending beyond the Gaussian information captured by the power spectrum. I will ad-
dress the challenges of image reconstruction posed by telescope systematics, including noise, res-
olution limitations, and foreground residuals, and introduce a machine learning-based approach
optimised for mitigating these effects in 21-cm images. Additionally, I will discuss a simulation-
based inference framework aimed at constraining the physics of the early universe.
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Efficient Graph Coloring with Neural Networks: A
Physics-Inspired Approach for Large Graphs

The graph coloring problem is an optimization problem involving the assignment of one of q colors
to each vertex of a graph such that no two adjacent vertices share the same color. This problem
is computationally challenging and arises in several practical applications. We present a novel
algorithm that leverages graph neural networks to tackle the problem efficiently, particularly for
large graphs. We propose a physics-inspired approach that leverages tools
used in statistical mechanics to improve the training and performances of the algorithm. The scal-
ing of our method is evaluated for different connectivities and graph sizes. Finally, we demonstrate
the effectiveness of our method on a dataset of Erdős–Rényi graphs, showing its applicability also
in hard-to-solve connectivity regions, where traditional methods struggle.
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Hybrid Quantum-Classical Diffusion Models for
Generative Tasks

Generative models based on diffusion processes have recently emerged as powerful tools in artifi-
cial intelligence, enabling high-quality sampling in a variety of domains. In this work, we propose
a novel hybrid quantum-classical diffusion model, where artificial neural networks are replaced
with parameterized quantum circuits to directly generate quantum states. To overcome the limita-
tions of quantum circuits in approximating complex probability distributions, we integrate them
with classical neural networks, forming a hybrid architecture that increases expressivity and im-
proves the ability to represent complex functions in Hilbert space. This hybrid model effectively
learns and samples quantum states, opening new directions for generative quantum machine learn-
ing.
We assess the performance of our model using a combination of quantitative metrics and qualita-
tive evaluations. Furthermore, we explore its applications in fundamental science, demonstrating
its potential in domains where quantum generative models can provide computational and con-
ceptual advantages over classical approaches.
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Field-level inference of primordial non-Gaussianity
in upcoming galaxy redshift surveys

One of the most outstanding questions in modern cosmology concerns the physical processes gov-
erning the primordial universe and the origin of cosmic structure. The detection and measurement
of (local) primordial non-Gaussianity would provide insights into the shape of the potential of the
inflaton field, the hypothetical particle driving cosmic inflation. In the coming years, the next
generation of galaxy surveys, e.g., Euclid, will observe the Universe, with the scientific goal of
constraining the nonlinearity parameter, fnl, to the precision required to identify viable inflation-
ary models. In my talk, I will describe my approach to constraining primordial non-Gaussianity
using a field-level inference algorithm and demonstrate a proof of concept. The method is based
on forward-modelling the initial conditions and exploring the joint posterior in a Bayesian hier-
archical framework. By utilizing the full field, the method naturally and fully self-consistently
accounts for all stochastic uncertainties and systematic effects associated with selection effects,
galaxy biasing, and survey geometries. The current and preliminary results, which I will showcase,
demonstrate that we are able to achieve competitive constraints on fNL in existing and upcoming
galaxy redshift surveys
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Real-Time Motion Correction in Magnetic
Resonance Spectroscopy: AI Solutions Inspired by

fundamental science

Magnetic Resonance Spectroscopy is a powerful, non-invasive tool for in vivo biochemical and
metabolic tissue analysis, yet its widespread clinical application remains hindered by susceptibil-
ity to motion artifacts. Traditional retrospective corrections struggle with real-time constraints,
limiting diagnostic precision in key medical scenarios such as neurodegenerative disease monitor-
ing.
The Recentre project founded by the Italian Ministry of University and Research, pioneers an AI-
driven, real-time motion correction system that dynamically adapts MR acquisition sequences us-
ing deep learning models deployed on fast hardware accelerators. By leveraging know-how de-
veloped in real-time inference techniques developed for high-energy physics experiments, partic-
ularly fast trigger systems used in particle detection at CERN, we introduce optimized deep neural
networks capable of low latency corrections. In the talk we’ll explore the synergy between funda-
mental physics and application in medical imaging, highlighting how machine learning techniques
developed for particle physics data pipelines can enhance real-time diagnostics in biomedical ap-
plications.
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Graph Neural Network Acceleration on FPGAs for
Fast Inference in the Future ATLAS Muon Trigger

Update

The upcoming High Luminosity phase of the Large Hadron Collider will require significant ad-
vancements in real-time data processing to handle the increased event rates and maintain high-
efficiency trigger decisions. In this work, we extend our previous studies on deploying compressed
deep neural networks on FPGAs for high-energy physics applications by exploring the accelera-
tion of graph neural networks for fast inference in the ATLAS muon trigger system.
Graph-based architectures offer a natural way to represent and process detector hits while preserv-
ing spatial and topological information, making them particularly suitable for muon reconstruc-
tion in a noisy and sparse environment. This work contributes to the broader goal of integrating
AI-driven solutions into HEP triggering systems and represents a step forward in realizing fast,
hardware-optimized, graph-based inference in experimental physics.
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Development of a Central Trigger Processor board
for the Advanced SiPM based camera of the CTAO

Large-Sized Telescopes

Current Imaging Atmospheric Cherenkov Telescopes (IACT) use combined analog and digital elec-
tronics for their trigger systems, implementing simple but fast algorithms. Such trigger techniques
are needed in order to cope with the extremely high data rates and strict timing requirements. In
recent years, in the context of the Advanced camera design for the Large-Sized Telescopes (LSTs)
of the Cherenkov Telescope Array Observatory (CTAO) based on Silicon PhotoMultipliers (SiPM),
a new fully digital trigger system incorporating Machine Learning (ML) algorithms is being de-
veloped. The main concept is to implement those algorithms in Field Programmable Gate Arrays
(FPGAs) and take advantage of the higher camera resolution, in order to improve the ability to dis-
tinguish between low-energy gamma ray showers and noise. Thus, the sensitivity to low-energy
gamma rays will be improved, while being able to fulfill the previous constraints of CTAO-LST.
We will describe the project to develop a Central Trigger Processor (CTP) board for the Advanced
LST SiPM-CAM, with the aim to run such advanced trigger algorithms and additionally perform
a hardware stereo trigger among LSTs. We will present the CTP conceptual design, as well as the
prototypes built so far.
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Track Inference of the Ion-optics of WASA-FRS based
on machine learning models

The WASA-FRS HypHI Experiment focuses on the study of light hypernuclei by means of heavy-
ion induced reactions in 6Li collisions with 12C at 1.96GeV/u. It is part of the WASA-FRS exper-
imental campaign, and so is the eta-prime experiment [1]. The distinctive combination of the
high-resolution spectrometer FRagment Separator (FRS) [2] and the high-acceptance detector sys-
tem WASA [3] is used. The experiment was successfully conducted at GSI-FAIR in Germany in
March 2022 as a component of the FAIR Phase-0 Physics Program, within the Super-FRS Experi-
ment Collaboration. The primary objectives of this experiment are twofold: to shed light on the
hypertriton puzzle [4] and to investigate the existence of the previously proposed nnΛ bound state
[5]. Currently, the data from the experiment is under analysis.

Part of the data analysis is to provide a precise ion-optics of the measurement of the fragment
originated from the mesonic weak decay of the hypernuclei of interest. The reconstruction the ion-
optics of fragments is based on the calibration run of FRS optics. We have proposed to implement
machine learning models and neural networks to represent the ion-optics of FRS: While the current
state of the problem involves solving equations of motion of particles in non-ideal magnetic fields
- which leads to the application of approximations in the calculations - the implementation of data-
driven models allows us to obtain accurate results with possible better momentum and angular
resolution.

In this presentation, we will show the current status of the R&D in machine learning model of
the ion-optics and the prospect of the inference of the track parameters of the fragments based on
the calibration data recorded during the WASA-FRS experimental campaign of 2022. Our model
selection optimization follows this approach: we utilize AutoML environments [6], to determine
the best pipeline for our data. Once identified, this optimized pipeline is implemented in a PyTorch
model.

The results of this study demonstrate a robust reconstruction of the track angles in the FRS mid-
focal plane, achieving an improvement of up to a ~40%. A resolution of 0.65 mrad and 0.46 mrad
was achieved for the horizontal and vertical angular track plane, respectively. Additionally, the
reconstruction of the magnetic rigidity in the final focal plane attained a resolution Δp/p of 5 10⁻⁴.
From these results, we demonstrated that a data-driven model of non-linear ion optics is feasible.
We also observed that training the full model can be achieved very quickly, paving the way for
online training during data collection at the FRS. This capability will enable more accurate real-
time analysis of fragment identification and improve the quality of the exotic beam obtained from
the fragment separator.

[1] Y.K. Tanaka et al., J. Phys. Conf. Ser. 1643 (2020) 012181.
[2] H. Geissel et al., Nucl. Instr. and Meth. B 70 (1992) 286-297.
[3] C. Bargholtz et al., Nucl. Instr. and Meth. A 594 (2008) 339-350.
[4] T.R. Saito et al., Nature Reviews Physics 3 (2021) 803-813.
[5] C. Rappold et al., Phys. Rev. C 88 (2013) 041001.
[6] M. Feurer et al., JMLR 23 261 (2022) 1-61.
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Towards foundation model for astrophysical source
detection: An End-to-End Gamma-Ray Data Analysis

Pipeline Using Deep Learning

The increasing volume of gamma-ray data from space-borne telescopes, like Fermi-LAT, and the
upcoming ground-based telescopes, like the Cherenkov Telescope Array Observatory (CTAO),
presents us with both opportunities and challenges. Traditional analysis methods based on like-
lihood analysis are often used for gamma-ray source detection and further characterization tasks.
A key challenge to analysing data from these telescopes arises due to background contamination;
consistent of interstellar emission for Fermi-LAT and cosmic ray background for CTAO data, which
obscures the faint source population.
Here we will present our results from an end-to-end Deep Learning (DL) based pipeline for de-
tection, localization and further characterization tasks of gamma-ray sources. We extend our Au-
toSourceID (ASID) pipeline, a DL-based pipeline initially tested with Fermi-LAT simulated data
and optical data (MeerLICHT), to include results for CTAO simulated data for Galactic Plane Sur-
vey (GPS) observation. We will also present a pre-processing step designed with Deep Neural Net
for denoising tasks which can potentially decrease the source detection threshold. Training on
data from different telescopes to capture a broad representational space of the gamma-ray sky,
this end-to-end pipeline - from denoising to detection and characterization - could potentially
serve as a foundational model for gamma-ray astronomy by offering a generalizable framework
for other surveys.
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E Pluribus Unum: Ensemble Methods for Improved
PDF and Uncertainty determination

The determination of parton distribution functions (PDFs) is core problem in hadron colliders
physics, as PDFs model the initial state of the colliding partons. Traditionally, these distributions
have been obtained by fitting a functional form to a subset of experimental data, making them
susceptible to biases from these choices.
The NNPDF collaboration introduced an alternative approach in which the PDF is modeled using
neural networks, removing the bias inherent to the choice of functional form and enabling a fully
data-driven determination.

In this talk, I explore the power of ensemble regression to take this approach one step further by
eliminating the choice of a specific machine learning architecture. By sampling from a space of
possible models that can accommodate the collider data. This new approach, which incorporate
the (hyper)parametric uncertainty directly into the determination has been made feasible by recent
developments in hardware acceleration and opens the door to more robust extractions of PDFs.

AI keywords

uncertainty estimation, ensemble regression, model sampling, data-driven models

Primary author: CRUZ MARTINEZ, Juan M. (CERN)

Presenter: CRUZ MARTINEZ, Juan M. (CERN)

Track Classification: Inference & Uncertainty

April 5, 2025 Page 91



EuCAIFCon 2025 / Report of Contributions Machine Learning-Based Energy R …

Contribution ID: 94 Type: Parallel talk

Machine Learning-Based Energy Reconstruction for
the ATLAS Tile Calorimeter at HL-LHC

The HL-LHC project is driving significant upgrades to the ATLAS experiment to enhance data pro-
cessing and maintain its discovery potential under high-luminosity conditions. A key aspect of
this upgrade is the replacement of the readout electronics for the ATLAS Tile Hadronic Calorime-
ter. The new Tile PreProcessor (TilePPr) system, equipped with Kintex Ultrascale FPGAs, serves
as the interface between the front-end electronics and the first level of the future ATLAS Trigger
system. The TilePPr will perform real-time signal reconstruction, delivering calibrated data for
each bunch crossing at 40 MHz with a fixed and low-latency path. This contribution will focus on
the design, implementation, and performance evaluation of Machine Learning-based reconstruc-
tion algorithms within the TilePPr, designed to meet the HL-LHC requirements. Different neural
network architectures are being explored to achieve accurate and efficient energy reconstruction
while keeping computational and storage demands low. Given the constraints of real-time pro-
cessing, special emphasis is placed on model optimization strategies, ensuring fast inference on
FPGAs without loss of precision.
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Learning Optimal and Interpretable Summary
Statistics of Galaxy Catalogs with SBI

How much cosmological information can we reliably extract from existing and upcoming large-
scale structure observations? Many summary statistics fall short in describing the non-Gaussian
nature of the late-time Universe in comparison to existing and upcoming measurements. We
demonstrate that we can identify optimal summary statistics and that we can link them with exist-
ing summary statistics. Using simulation based inference (SBI) with automatic data-compression,
we learn summary statistics for galaxy catalogs in the context of cosmological parameter estima-
tion. By construction these summary statistics do not require the ability to write down an explicit
likelihood. We demonstrate that they can be used for efficient parameter inference. These sum-
mary statistics offer a new avenue for analyzing different simulation models for baryonic physics
with respect to their relevance for the resulting cosmological features. The learned summary statis-
tics are low-dimensional, feature the underlying simulation parameters, and are similar across dif-
ferent network architectures. To link our models, we identify the relevant scales associated to
our summary statistics and we are able to match the summary statistics to underlying simulation
parameters across various simulation models.
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Refinement of calorimeter showers simulated with
normalizing flow model

The simulation of calorimeter showers is computationally expensive, leading to the development
of generative models as an alternative. Many of these models face challenges in balancing gener-
ation quality and speed. A key issue damaging the simulation quality is the inaccurate modeling
of distribution tails. Normalizing flow (NF) models offer a trade-off between accuracy and speed,
making them a promising approach. This work builds on the CaloINN NF model and introduces a
set of post-processing modifications of analysis-level observables aimed at improving the accuracy
of distribution tails. We used CaloChallenge datasets as well as simulations produced with Open
Data Detector (ODD) to validate the method. The results show that introduced refinements en-
hance overall performance, achieving accuracy comparable to the most precise calorimeter shower
models while maintaining the simulation speed of NF models. The study is conducted as part of the
interTwin project, which develops Digital Twins for applications in physics and earth observation,
demonstrating the use of the intertwin platform for calorimeter simulation.
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Machine learning for muon identification at the
CMS experiment

Muon objects are an important component of the CMS physics program, with several analyses
focusing on final states involving muons. Efficient identification of prompt and non-prompt muons
are essential for many physics studies. To enhance muon identification beyond the standard cut-
based criteria used in Run 2, new identification strategies based on machine learning techniques
have been developed. Specific multivariate algorithms have been optimized to select respectively
signatures with prompt muons with medium transverse momentum (greater than 10 GeV), for
rejecting misidentified muons in the same kinematic regime and finally for selecting “soft”muons
such as muons from heavy-flavor hadrons decays against misidentified muons and muons from
long-lived light-flavor hadron decays. This presentation will highlight the performance of the new
classifiers, compared with the cut-based identification criteria in data and simulation.
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Anomaly detection for automated Data Quality
Monitoring and Certification at the CMS experiment

Maintaining high data quality in large HEP experiments like CMS at the LHC is essential for ob-
taining reliable physics results. The LHC high-luminosity phase will introduce higher event rates,
requiring more sophisticated monitoring techniques to promptly identify and address potential
issues. The CMS protocols for Data Quality Monitoring (DQM) and Data Certification (DC) rely
on significant human intervention and have limited time granularity, which may lead to transient
anomalies going undetected. To address these challenges, unsupervised machine learning tech-
niques have been deployed for anomaly detection with per-lumisection granularity. Given the
complexity and diversity of CMS subdetectors, multiple tools are being developed in parallel and
maintained by subsystem experts. In this contribution, we discuss the development of automated
workflows with per-lumisection granularity for online DQM and DC across different CMS subde-
tectors, and their integration into a common interface.
Speakers
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Identification of Lorentz-boosted jets in the CMS
experiment

A fundamental aspect of CMS researches concerns the identification and characterisation of jets
originating from quarks and gluons produced in high-energy proton-proton collisions. Electroweak
scale resonances (Z/W bosons) and Higgs bosons are often produced with high Lorentz-boosts,
where their products become highly collimated large and massive jets, usually reconstructed as
AK8 jets. Therefore, the identification of the particle initiating the jet plays a crucial role in distin-
guishing between boosted bosons from the QCD background. In this talk, an overview of the usage
of boosted jet taggers within CMS will be given. It will highlight the most recent AK8 tagging algo-
rithms, which make use of sophisticated machine learning techniques, optimised for performance
and efficiency.
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Computing the Matrix Element Method with
generative machine learning

The Matrix Element Method (MEM) is a powerful technique for computing the event-by-event
likelihood for a given theory hypothesis, simultaneously accounting for both detector effects and
theoretical models. Despite its strong theoretical foundation, MEM is seldom used in analyses
involving final states with many jets due to the complex, multi-dimensional integrals required to
accurately model detector reconstruction effects through precise transfer functions. In this contri-
bution, we implement a new approach leveraging Transformers and generative ML models to sam-
ple parton-level events for efficient numerical MC integration and to encode the complex transfer
function which models showering, hadronization, and detector reconstruction. We demonstrate
this strategy on a complex final state, the ttH(bb) process in the semileptonic decay channel, using
the full CMS detector simulation and reconstruction. Furthermore, we show that this method can
be generalized and applied to multiple physics processes using a single ML model.
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Using AI on FPGAs for the CMS Overlap Muon Track
Finder for the HL-LHC

In view of the HL-LHC, the Phase-2 CMS upgrade will replace the entire trigger and data acqui-
sition system. The L1T system has been designed to process 63 Tb/s input bandwidth with state-
of-the-art commercial FPGAs and high-speed optical links reaching up to 28 Gb at a fixed latency
below 12.5 µs. In view of the upgraded trigger system and in preparation for the HL-LHC, a GNN
has been trained to reconstruct displaced muon signatures in the transition region between barrel
and endcap and its implementation in FPGAs within the strict latency requirements imposed by
the system will be discussed in this presentation. The process of adapting such machine learning
models to hardware will also be described in detail. Additionally, other recent muon reconstruc-
tion algorithms developed for the HL-LHC will be reviewed.
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Wasserstein normalized autoencoders for detecting
anomalous jets in CMS

Unsupervised machine learning algorithms are powerful tools for identifying potential new physics
at the LHC, enabling the separation of standard model (SM) background events from anomalous
signal events without relying on predefined signal hypotheses. Autoencoders (AEs) are frequently
employed in such tasks, but their effectiveness is often hindered by the reconstruction of outliers.
In this work, we present the Wasserstein Normalized Autoencoder (WNAE), an improved version
of the normalized autoencoder (NAE), designed to mitigate these challenges. We apply the WNAE
to a search for semivisible jets (SVJs) in the CMS experiment, demonstrating its enhanced ability
to distinguish signal from background events. Our results highlight the potential of WNAE-based
anomaly detection to improve sensitivity in LHC searches for beyond-the-SM physics.
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Multi-Scale Transformer Encoder for Di-Tau
Invariant Mass Reconstruction

With the discovery of the Standard Model (SM) Higgs boson (H) by the CMS and ATLAS experi-
ments in 2012, the last missing elementary particle predicted by the SM was identified. Since then,
extensive measurements of the Higgs boson’s properties have been performed across various de-
cay channels. One of the most important is its decay into a pair of tau leptons, the second-most
frequent fermionic decay mode after the decay into bottom quarks. In such analyses, the recon-
structed invariant mass of the di-tau system plays a crucial role in distinguishing signal (H) from
background events. However, due to the presence of neutrinos in the final state, a portion of the
energy is lost, leading to an underestimation of the invariant mass. This work proposes a novel
Deep Learning (DL) model designed to enhance the reconstruction of the invariant mass by esti-
mating the full four-momentum of each tau lepton before decay, rather than directly regressing
the mass. The approach allows for a more precise kinematic characterization of the parent par-
ticle. The implemented model is a custom transformer encoder —an advanced DL architecture
originally developed for Natural Language Processing, now proving its versatility in diverse do-
mains. It takes as input the information from the di-tau products, the reconstructed properties of
the two tau leptons, the missing transverse energy (MET), and other key event variables relevant
for invariant mass reconstruction. Through learned embeddings, the model extracts meaningful
features from each input source, which are then combined and processed using self-attention lay-
ers within the transformer encoder. This architecture enables the model to effectively capture
correlations between inputs and recover missing contributions from neutrinos, leading to a more
accurate invariant mass estimation. The performance of the proposed algorithm is benchmarked
against the current standard method used in CMS (SVFit) using simulated H → ττ events and main
background processes. The results demonstrate the potential of this novel approach in improving
mass reconstruction and enhancing Higgs boson analyses.
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Advancing the CMS Level-1 Trigger: Jet Tagging
with DeepSets at the HL-LHC

At the Phase-2 Upgrade of the CMS Level-1 Trigger (L1T), particles will be reconstructed by linking
charged particle tracks with clusters in the calorimeters and muon tracks from the muon station.
The 200 pileup interactions will be mitigated using primary vertex reconstruction for charged
particles and a weighting for neutral particles based on the distribution of energy in a small area.
Jets will be reconstructed from these pileup-subtracted particles using a fast cone algorithm. For
the first time at the CMS L1T, the particle constituents of jets will be available for jet tagging. In this
work we present a new multi-class jet tagging neural network (NN). Targeting the L1T, the NN is
a small DeepSets architecture, and trained with Quantization Aware Training. The model predicts
the classes: light jet (uds), gluon, b, c, tau_h+, tau_h-, electron, muon. The model additionally
predicts the pT of the object. The new model enhances the selection power of the L1T for important
processes for CMS at the High Luminosity LHC such as di-Higgs and Higgs production via Vector
Boson Fusion. We present the model including its performance at object tagging and deployment
into the L1T FPGA processors, and showcase the improved trigger capabilities enabled by the new
tagger.
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Design and deployment of a fast neural network for
measuring the properties of muons originating from
displaced vertices in the CMS Endcap Muon Track

Finder

We report on the development, implementation, and performance of a fast neural network used to
measure the transverse momentum in the CMS Level-1 Endcap Muon Track Finder. The network
aims to improve the triggering efficiency of muons produced in the decays of long-lived particles.
We implemented it in firmware for a Xilinx Virtex-7 FPGA and deployed it during the LHC Run 3
data-taking in 2023. The new displaced muon triggers that use this algorithm broaden the phase
space accessible to the CMS experiment for searches that look for evidence of LLPs that decay into
muons.
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B-hadron identification in b-jets using novel deep
learning technique in pp collisions in CMS

Understanding the substructure of jets initiated by heavy quarks is essential for quantum chromo-
dynamics (QCD) studies, particularly in the context of the dead-cone effect and jet quenching. The
kinematics of b-hadron decays present a challenge for substructure measurements with inclusive
b-jets. We propose an approach using geometric deep learning to extract the optimal representa-
tion of the b-hadron decays utilizing the charged decay products of the jet represented as a point
cloud and identify tracks associated with the b-hadrons while simultaneously tagging the b-jets.
The method is demonstrated in simulations of p-p and Pb-Pb collisions at

√
s = 5.02 TeV with the

CMS detector and compared with previous approaches based on boosted decision trees.
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Reconstructing the Initial Density Field of the
Universe with Multi-Tracer Line Intensity Mapping

Reconstructing the initial density field of the universe is crucial for improving cosmological param-
eter constraints. In this work, we employ a U-Net architecture to reconstruct the initial density
field from simulated 21-cm and CO line intensity maps from the Epoch of Reionization (EoR). These
tracers provide complementary information, with 21-cm maps capturing low-density neutral re-
gions and CO maps tracing high-density star-forming regions. By combining these two maps,
we achieve accurate reconstructions across different ionization fractions. Our results demonstrate
that the network effectively recovers both large- and small-scale features of the initial density field,
achieving a high cross-correlation with the true field (≥ 0.75 for k ≤ 1Mpc−1). To extract cosmo-
logical information, we apply Marginal Neural Ratio Estimation (MNRE) to perform simulation-
based parameter inference using the reconstructed density field. We find that post-reconstruction
information significantly improves constraints on cosmological parameters, reducing uncertain-
ties in σ8 and ns by a factor of 2-3. Additionally, we assess the impact of Gaussian random noise
on the low-resolution input maps, showing that while the network remains robust in recovering
large-scale features, small-scale structures are more affected. Our results highlight the potential
of combining multi-tracer intensity mapping with deep learning and neural inference techniques
to enhance cosmological constraints from the EoR.
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Semi-Supervised Density Estimation for Suppressing
42Ar/42K Surface Beta Events in LEGEND

The LEGEND experiment aims to detect neutrinoless double-beta (0νββ) decay using high-purity
germanium detectors (HPGes) enriched in 76Ge, immersed in instrumented liquid argon (LAr). At-
mospheric LAr contains the cosmogenically activated isotope 42Ar, whose decay progeny, 42K,
can undergo beta decay (Qβ = 3.5 MeV) on the HPGe surface. Without the baseline mitigation
strategy—using underground-sourced LAr (UGLAr) depleted in 42Ar—this decay would become
the dominant background at the 0νββ Q-value (Qββ = 2.039 MeV) in LEGEND-1000. Given the
non-negligible risk that UGLAr may not be available in time for LEGEND-1000, alternative ap-
proaches are being explored, such as optically active enclosures combined with machine-learning-
based pulse-shape discrimination (ML-PSD), to distinguish between 0νββ signals and background
events. To develop and evaluate novel ML-PSD techniques, we operated high-purity germanium
(HPGe) detectors in 42Ar-enriched LAr at the SCARF LAr test facility at TU Munich, generating a
dataset enriched in 42K surface beta events.

In this work, we investigate the construction of a latent representation of raw HPGe waveform data
using variational inference. Unlike conventional PSD parameters, the latent vectors are designed
to fully utilize the high-level features of the waveforms. By constraining the latent space with a
predefined prior, we estimate the data density corresponding to a signal proxy derived from 228Th
calibration data. This is achieved by first employing a classifier neural network to estimate the
posterior probability of class labels for samples drawn from both the latent prior and the signal-
proxy distribution and then applying Bayes’rule to compute the likelihood of the data under the
signal-like hypothesis.

We use the resulting density estimate to classify events as signal- or background-like at a specified
significance level. Our evaluation demonstrates promising suppression of 42K surface beta events,
providing a pathway for density-based PSD that utilizes the complete raw waveform information
from HPGe detectors.

This work was supported by the Cluster of Excellence ORIGINS (EXC 2094-39078331), funded
by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s
Excellence Strategy, and by the DFG Collaborative Research Center SFB1258-283604770.
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Machine-Learned Fixed-Point Actions in
Four-Dimensional SU(3) Gauge Theory

Extracting continuum properties from discretized quantum field theories is significantly hindered
by lattice artifacts. Fixed-point (FP) actions, defined via renormalization group transformations,
offer an elegant solution by suppressing these artifacts even on coarse lattices. In this work, we
employ gauge-covariant convolutional neural networks to parameterize an FP action for four-
dimensional SU(3) gauge theory. We show that the gradient flow of the FP action is formally
free of lattice artifacts at tree level, enabling the extraction of continuum physics with improved
accuracy. Furthermore, our enhanced parameterizations facilitate efficient Hybrid Monte Carlo
simulations, effectively mitigating challenges such as critical slowing down and topological freez-
ing. Our results underscore the potential of machine learning techniques to advance lattice QCD
studies with reduced discretization errors, a critical step toward precision tests of the Standard
Model.
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Investigating Explainable Jet Tagging with
Pretrained Vision Transformers and Attention

Mechanisms

Background: In High Energy Physics (HEP), jet tagging is a fundamental classification task that
has been extensively studied using deep learning techniques. Among these, transformer networks
have gained significant popularity due to their strong performance and intrinsic attention mecha-
nisms. Furthermore, pre-trained transformer models are available for a wide range of classification
tasks.
Aim of the work: In this work, we investigate the use of a pre-trained Vision Transformer (ViT)
for jet tagging, leveraging reconstructed images from the JETCLASS dataset. Leveraging on its
attention mechanism and analyzing attention maps, we provide insights into the model’s decision-
making process, addressing the challenge of interpretability in deep learning models often seen as
“black boxes.”
Methods: Two jet tagging tasks were selected: the first distinguishing between two very different
processes with different number of jets in the final space and the second differentiating between
two very similar processes with the same number of jets and similar properties in the final state.
To assess the generalization of the pretrained model, the fine-tuning was performed on a small
dataset of 300 images per class, updating only the final two encoder layers while freezing the oth-
ers. This approach refined high-level features while preserving pretrained representations.
Cumulative attention maps were generated by averaging attention weights across all heads and
layers, incorporating residual connections for normalization. Model interpretability was assessed
by computing the centroids of each jet within the image and defining regions of interest (ROIs)
around these centroids. The attention fraction, quantifying the proportion of attention concen-
trated within the ROI relative to the total attention across the entire map, was computed to analyze
the model’s decision-making process.
Conclusions: This work aims to evaluate whether pretrained networks can optimize computational
resources without compromising performance and whether attention-based methods enhance in-
terpretability and explainability analysis. Additionally, it explores the potential of the HEP domain
as a framework for technical validation, leveraging high-quality data and well-understood causal
structures that could be applied to other scientific fields.
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Inference optimization with Memory Management
and GPU Acceleration in TMVA SOFIE

Within ROOT/TMVA, we have developed SOFIE - System for Optimized Fast Inference code Emit
- an engine designed to convert externally trained deep learning models—such as those in ONNX,
Keras, or PyTorch formats—into optimized C++ code for fast inference. The generated code fea-
tures minimal dependencies, ensuring seamless integration into the data processing and analysis
workflows of high-energy physics experiments.
SOFIE now supports a comprehensive range of machine learning operators as defined by the ONNX
standard, and also supports the translation and inference of Graph Neural Networks trained in
DeepMind’s Graph Nets.
Recent advancements in SOFIE include memory optimizations that enable efficient reuse of in-
termediate tensor data during inference, significantly reducing memory overhead. Additionally,
SOFIE now incorporates enhanced GPU acceleration, supporting stacks such as SYCL, which have
abstractions over platforms like CUDA and ROCm. These improvements result in a runtime- ef-
ficient and user-friendly machine learning inference engine, competitive with other state-of-the-
art solutions.
This work highlights the latest developments in SOFIE, focusing on its memory optimization ca-
pabilities and GPU acceleration enhancements, which collectively deliver efficient inference per-
formance for HEP applications.
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Scalable Bayesian Inference for Third-Generation
Gravitational Wave Data with Normalizing Flows

Third-generation (3G) gravitational wave (GW) observatories will unveil a cosmic orchestra, de-
tecting thousands of sources annually. However, their increased detection rate poses a major
challenge for data analysis. Existing, widely used techniques to obtain the source parameters are
prohibitively expensive, creating a bottleneck for extracting scientific insights from 3G detector
data. We present ongoing developments of an efficient data analysis pipeline that leverages nor-
malizing flows and hardware accelerators. As an example, we demonstrate Bayesian inference of
GW data from binary neutron star mergers, their electromagnetic counterparts, and their impli-
cations for nuclear physics, reducing the computational cost from months to a couple of hours.
Moreover, our approach enables joint parameter estimation of overlapping GW signals within a
few hours. Our methods hold strong promise in meeting the scalability demands of 3G GW detec-
tors, enabling efficient and comprehensive data analysis for future observatories.
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Advanced deep-learning applications in neutrino
physics

Deep learning is playing an increasingly important role in particle physics, offering powerful tools
to tackle complex challenges in data analysis. This talk presents a range of advanced deep-learning
techniques applied to neutrino physics, with a particular focus on the T2K experiment. The discus-
sion includes the use of cutting-edge models such as transformers, domain adaptation strategies
like contrastive learning, and anomaly detection methods. These approaches have been employed
to improve neutrino interaction identification and enhance the reconstruction of particle kinemat-
ics. By integrating these techniques, we aim to refine data analysis pipelines, boost measurement
precision, and gain deeper insights into neutrino properties.
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Exploiting the latent space of deep AutoEncoders for
the identification of signal pulses in noisy time-series

In this contribution we propose a data-driven technique based on self-supervised deep neural net-
works, specifically convolutional and variational autoencoders (AE), developed to improve the
sensitivity to signal pulses over a significant background in long waveforms.
The dataset consists of synthetic waveforms with around 10,000 samples; each time-series is com-
posed of non-gaussian noise, with the addition of a log-normal shaped signal pulse in a fraction
of the events. The AE model is set up to heavily compress the input waveform in a 4-dimensional
latent space, allowing a direct study of the features in such a reduced representation.
After a training of about 100 epochs on 7000 waveforms, a region in the latent space where the net-
work encodes time-series presenting only background noise clearly emerges, allowing in turn to
tag as signal candidates those falling outside this range. When applied on a test dataset of freshly
generated waveforms, such a procedure correctly labels 100% of the events with a large signal,
and the fraction of successful identifications only decreases for signal peak amplitudes compara-
ble with the accidental pulses in the background.
This approach was designed to fully exploit the measurements in dual-phase Liquid Argon Time
Projection Chambers, as the one of the Recoil Directionality (ReD) experiment, a R&D apparatus
built in the context of the Darkside project. The goal is the identification of delayed electrolu-
minescence (S2) signals in gas, produced by very low energy (~ a few keV) nuclear recoils, with a
sensitivity at least comparable to the conventional reconstructions. Furthermore, we aim to export
this technique to other distinct experimental settings in the field of astroparticle physics.

This work is supported by ICSC –Italian National Research Centre for High Performance Comput-
ing, Big Data and Quantum Computing, funded by European Union –NextGenerationEU, and it
has been carried out within the Spoke 2 (“Fundamental Research and Space Economy”) as part of
the activities in the Working Group 3 (“Applications for experimental astroparticle physics and
gravitational waves experiments”) under the use-case DAIDREAM (“DAta-driven IDentification
of Rare Events in Astroparticle physics through Machine learning techniques”).
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A Differentiable Bayesian Anomaly Detection
Framework for Robust SALT3 Parameter Estimation

and Supernova Distance Calibration Using JAX

We present a novel Bayesian anomaly detection framework, applied to supernova analysis, that
exploits a custom-built, differentiable, and highly parallelisable JAX implementation of the com-
monly used SNcosmo framework. In our framework, each supernova’s flux is modelled via the
SALT3 formalism, with the core computation—integrating the model flux over observational band-
passes—being fully differentiable and highly parallelisable.

We implement our Bayesian data cleaning strategy, where contaminated (or anomalous) data
points are not simply excised but are instead managed by imposing an Occam penalty within
the likelihood. This leads to a robust estimation of the SALT parameters (e.g., brightness scaling,
stretch, and colour) even when subtle anomalies are present. In addition, we integrate a JAX-based
Nested Sampling engine into our toolkit.

Following the methodology in Leeney et al. (2024), we compute a piecewise likelihood from:
P(D|θ) =

∏
i

(
[Li(1− pi)]

ϵmax,i
[
pi

∆

] (1−ϵmax,i)
)

which yields a masked chi-squared–like term that distinguishes between reliable and cor-
rupted data. Notably, the condition logLi + log∆ >
operatornamelogit(p)
relatesdirectlytothelogitfunction—acommonactivationfunctioninmachinelearningusedforbinaryclassification—whichnaturallyencodesourdegreeofbeliefineachdatum′sintegrity.

More robust modelling of the SALT parameters—particularly brightness scaling, stretch, and
colour—directly translates to more precise distance measurements. By incorporating Bayesian
anomaly detection, our framework not only flags but quantitatively down-weights anomalous
data rather than discarding it outright. This comprehensive treatment minimises systematic
biases in the fitted SALT parameters, reducing the scatter in the Hubble diagram. As a conse-
quence, the inferred distance moduli are more accurate, which tightens the calibration of the
SN Ia distance ladder. In turn, the improved precision in distance measurements can lead to sig-
nificantly tighter constraints on the Hubble constant, potentially addressing current tensions
in cosmological parameter estimation.
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Continuous normalizing flows in lattice QFT

Recent advances in generative models have demonstrated the potential of normalizing flows for
lattice field theory, particularly in mitigating critical slowing down and improving sampling effi-
ciency. In this talk, I will discuss the role of continuous normalizing flows (CNF) or neural ODEs
in learning field theories, highlighting their advantages and challenges compared to discrete flow
architectures. CNFs enable expressive and scalable transformations while naturally incorporat-
ing symmetries of the theory. I will focus on the challenges and importance of equivariance and
architectural choices, drawing from applications to both scalar and gauge theories.
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Machine Learning for Enhanced 0νββ Searches in
LEGEND

The LEGEND experiment aims to push the sensitivity of neutrinoless double beta decay (0νββ)
searches by minimizing backgrounds while leveraging the exceptional energy resolution of high-
purity germanium (HPGe) detectors. A key challenge is improving background rejection, par-
ticularly through pulse shape discrimination (PSD). Machine learning provides powerful tools to
enhance this effort.
We present a transformer-based waveform classification framework designed to distinguish signal-
like from background-like events with high accuracy. While simulations play a crucial role in
training such models, they inevitably differ from real experimental data, as no simulation can cap-
ture every subtle detail of a detector’s response. To mitigate potential biases arising from these
differences, we integrate Domain Adversarial Neural Networks (DANN), which improve general-
ization by aligning simulated and real waveforms in a shared feature space.
Beyond waveform classification, we employ semi-supervised data cleaning with Affinity Propaga-
tion to cluster waveform structures and train an SVM-based classifier, adapting to evolving detec-
tor conditions. These techniques not only strengthen LEGEND’s 0νββ search but also have broad
applications in dark matter detection, neutrino oscillation experiments, and rare event searches at
colliders, where precise event classification and background suppression are critical.
This talk will provide insight into how AI-driven methods are reshaping event selection in funda-
mental physics, offering a pathway toward next-generation discovery.
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Differentiable modeling for calorimeter simulation
using diffusion models

The design of calorimeters presents a complex challenge due to the large number of design param-
eters and the stochastic nature of physical processes involved. In high-dimensional optimization,
gradient information is essential for efficient design. While first-principle based simulations like
GEANT4 are widely used, their stochastic nature makes them non-differentiable, posing challenges
in gradient-based optimization. To address this, we propose a machine learning-based approach
where we train a conditional diffusion denoising probabilistic model (CDDPM) as a differentiable
surrogate for these simulations. The CDDPM not only predicts particle showers based on different
particle types and incoming energy levels but also conditions on different detector design variables.
Furthermore, we explore post-training adaptation techniques, such as adapter-based fine-tuning,
to efficiently specialize the model for new calorimeter conditions without requiring full retraining.
This allows for flexible optimization across different calorimeter configurations while maintaining
computational efficiency. We evaluate the predictive accuracy of the model and assess its gradient
output to demonstrate its potential for the future detectors design and optimization.
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Fast, accurate, and precise detector simulation with
vision transformers

The speed and fidelity of detector simulations in particle physics pose compelling questions about
LHC analysis and future colliders. The sparse high-dimensional data combined with the required
precision provide a challenging task for modern generative networks. We present solutions with
different tradeoffs, including accurate and precise Conditional Flow Matching and faster coupling-
based Normalizing Flow networks. Vision transformers, including autoregressive elements, allow
us to reliably simulate the energy deposition in the detector phase space starting from the detailed
Geant4 detector response. We also study dimension reduction with latent networks and faster
flow-matching generation with bespoke samplers. We evaluate the networks using high-level
observables, neural network classifiers, and sampling timings, showing minimum deviations from
Geant4 while achieving faster generation. Our results use public benchmark datasets for easier
reproducibility and further development.
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Classification of Radio Sources Through
Self-Supervised Representation Learning

Modern radio telescopes are detecting a large number of radio sources that will be impossible to
analyze individually. In particular, the morphological classification of radio galaxies remains a
difficult computational challenge.
In this study, we use contrastive learning to classify radio galaxies from the LOFAR Two-meter
Sky Survey Data Release 2 (LoTSS-DR2) and propose a new classification procedure.
We have developed a five-step pipeline: (i) Self-supervised training of the encoder. (ii) Search for
clusters or high-density regions in the representation space. (iii) Manual cluster curation. (iv) Fine-
tuning of the trained encoder with the cluster labels. (v) Deep ensemble training. To ensure the
morphological relevance of the representations, we have designed a new random augmentation.
Our results show that the obtained representations encode morphological properties like source
extension, the number of source components, the relative intensity of radiation peaks and source
bending.
Furthermore, we show that by training a deep ensemble, we are able to provide corresponding
class probabilities increasing the scientific usability of the results.
Finally, we analyse the radio sources in LoTSS-DR2 with a peak flux Fpeak >

SI0.75mJy/beam in two different largest angular size (LAS) bins:
SI30arcsec ≤ LAS ≤
SI60arcsec and LAS >

SI60arcsec. We present the morphological classes we found in both LAS bins and discuss their
properties.
We demonstrate that radio galaxies can be classified in a semi-supervised manner, enabling a fast
analysis and the discovery of data-driven classification schemes.
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lsbi: linear simulation based inference

https://arxiv.org/abs/2501.03921

Simulation-based inference is undergoing a renaissance in statistics and machine learning. With
several packages implementing the state-of-the-art in expressive AI [mackelab/sbi] [undark-lab/swyft],
it is now being effectively applied to a wide range of problems in the physical sciences, biology,
and beyond.

Given the rapid pace of AI/ML, there is little expectation that the implementations of the future will
resemble these current first generation neural network-based approaches. This talk will present
a new framework for simulation-based inference, linear simulation-based inference (lsbi), which
abstracts the core principles of SBI from the specific details of machine learning, implementing a
plug-and-play framework of linear and mixture models.

lsbi has several use-cases:

1. It is pedagogically helpful to separate out the general principles of SBI from the specific
details of neural networks (particularly for ML skeptics).

2. It is practically useful for producing expressive examples with known ground truths.

3. It is pragmatically useful, since in many cases, lsbi is competitive with neural approaches
in terms of accuracy, whilst being faster and more interpretable.

An evolving code-driven PyPI/conda research package is available at:
https://github.com/handley-lab/lsbi
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Simulation-based inference for extreme mass ratio
inspirals

Extreme mass ratio inspirals are a key target for next generation space-based gravitational wave
detectors because they have a rich phenomenology that could offer new astrophysics and fun-
damental physics insights. However, their dynamics are complicated to model, and they will be
buried amongst a large population of other sources in the milliHertz frequency band, with a back-
ground of non-stationary and non-Gaussian noise. Searching for these systems and measuring
their parameters therefore presents a difficult challenge.

Simulation-based inference methods could offer solutions to some of these challenges. I will show
parameter estimation results for extreme mass ratio inspiral systems achieved using sequential
simulation-based inference, specifically truncated marginal neural ratio estimation. I will highlight
the benefits of this approach with respect to traditional likelihood-based methods, and discuss the
broader context in which such a pipeline will need to be embedded.
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Challenges and Innovations in Learning from
Heterogeneous Data in Fundamental Physics

Learning from heterogeneous data is one of the major challenges for AI in the coming years, par-
ticularly for what are called ‘foundation models’. In fundamental physics, the heterogeneity of
data can come from the instruments used to acquire them (the subsystems of large detectors in
particle physics or the crossing of modalities in multi-messenger, multi-instrument systems in as-
trophysics, for example) or from the data themselves when the signal is a superposition of many
sources of different nature (as is the case in the forthcoming LISA detector for gravitational waves
that will observe the superposition of signals from a large, a priori unknown number of sources
of different types). Models capable of learning from these heterogeneous data will need to be able
to integrate a common representation of these data in shared latent spaces. We discuss the prob-
lems posed by such learning and why it is crucial to solve them for future AI-assisted research in
fundamental physics. We provide an overview of the significant work in this area, in particular
different integration architectures considered and techniques for latent alignment in AI in general
and in fundamental physics in particular. We will cite current projects and summarise the main
contributions made and key messages identified during the workshop “Heterogeneous Data and
Large Representation Models in Science” [1] held as part of the “Artificial Intelligence for the two
infinites [2]” initiative of the AISSAI centre [3] of the French National Centre for Scientific Re-
search (CNRS). The results obtained, key questions and challenges for enabling these models to
develop and become fully operational in the near future will be discussed.

[1] https://indico.in2p3.fr/e/AISSAI-TLS

[2] the infinitely small (particle physics) and the infinitely large (cosmology)

[3] https://aissai.cnrs.fr/en/
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Applications of Machine Learning in Constraining
Multi-Scalar Models

Machine learning techniques are used to predict theoretical constraints—such as unitarity, bound-
edness from below, and the potential minimum—in multi-scalar models. This approach has been
demonstrated to be effective when applied to various extensions of the Standard Model that incor-
porate additional scalar multiplets. A high level of predictivity is achieved through appropriate
neural network architectures, learning algorithms, and well-prepared training datasets. Machine
learning offers a significant computational advantage by enabling faster computations compared
to other numerical methods, such as scalar potential minimization. This research investigates the
potential of machine learning as an alternative approach for predicting these constraints, poten-
tially improving upon traditional numerical techniques.
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Harnessing AI and ML Innovations for
High-Luminosity LHC: Transitioning from R&D to

Production

With the upcoming High-Luminosity Large Hadron Collider (HL-LHC) and the corresponding in-
crease in collision rates and pile-up, a significant surge in data quantity and complexity is expected.
In response, substantial R&D efforts in artificial intelligence (AI) and machine learning (ML) have
been initiated by the community in recent years to develop faster and more efficient algorithms
capable of managing this deluge of data. Several projects focused on triggering and offline recon-
struction are currently underway. These initiatives have demonstrated highly promising results,
offering physics performance comparable to existing algorithms but with the ability to run on
modern hardware architectures (”not just CPU”) with substantially reduced computation times.
As we approach the start of the HL-LHC, the time is ripe to transition these models from the R&D
phase to prototyping and eventually to full-scale deployment within the production systems of the
experiments. This presentation will discuss ongoing integration efforts that address new questions
and challenges within an environment with high throughput and stringent constraints on timing,
energy consumption and total cost per collision event. These include both the high-level trigger
and offline reconstruction, aiming for the acceleration of model inferences and the execution of
complex pipelines on hybrid heterogeneous CPU/GPU and CPU/inference server architectures.
Successful integration of these advances will capitalise on recent AI and ML R&D efforts, helping
experiments to efficiently process their data during the HL-LHC era.
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Enhancing the development of Cherenkov Telescope
Array control software with Large Language Models

We develop AI agents based on instruction-finetuned large language models (LLMs) to assist in
the engineering and operation of the Cherenkov Telescope Array Observatory (CTAO) Control
and Data Acquisition Software (ACADA). These agents align with project-specific documentation
and codebases, understand contextual information, interact with external APIs, and communicate
with users in natural language. We present our progress in integrating these features into CTAO
pipelines for operations and offline data analysis. The fast-evolving ACADA codebase is embedded
in a vector database and linked to an open-source LLM. This integration enables advanced search,
automated code and data model generation, and quality assurance tailored to the project’s needs.
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Sequential simulation-based inference for
cosmological initial conditions

Knowledge of the primordial matter density field from which the present non-linear observations
formed is of fundamental importance for cosmology, as it contains an immense wealth of informa-
tion about the physics, evolution, and initial conditions of the universe. Reconstructing this density
field from galaxy survey data is a notoriously difficult task, requiring sophisticated statistical meth-
ods, advanced cosmological simulators, and exploration of a multi-million-dimensional parameter
space. In this talk, I will discuss how sequential simulation-based inference allows us to tackle
this problem and simultaneously obtain data-constrained realisations of the primordial dark mat-
ter density field together with constraints on the cosmological parameters in a simulation-efficient
way for general non-differentiable simulators. In addition, I will describe our novel adaptive learn-
ing training strategy and how our results compare to those obtained with classical likelihood-based
methods such as Hamiltonian Monte Carlo.
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Characterizing, Not Just Detecting: Bayesian Neural
Networks for Gravitational-Wave Physics

Gravitational waves provide a powerful means to perform null tests of strong-gravity physics.
Statistical methods based on hierarchical inference, adapted from population studies, have been
developed to confidently identify potential signatures of new physics. While these methods are
well-suited for detection, they provide limited insight into how exotic physics depends on standard
degrees of freedom, such as the mass and spin of an observed black hole. In this talk, we present
an extension of hierarchical tests that enables the modeling of such dependencies in a flexible
and theory-agnostic manner using fully connected neural networks. Additionally, we incorporate
Bayesian neural networks and variational inference to model epistemic uncertainty in the network
weights, optimizing the hierarchical population likelihood. Finally, we also discuss an alternative
optimization strategy based on Gaussian Process Regression.
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Using Artificial Intelligence to Scan Beyond
Standard Model Parameter Spaces

In High Energy Physics, when testing theoretical models of new physics against experimental
results, the customary approach is to simply sample random points from the parameter space
of the model, calculate their predicted values for the desired observables and compare them to
experimental data. However, due to the typically large number of parameters in these models,
this process is highly time consuming and inefficient. We propose a solution to this by adopting
optimization algorithms which make use of Artificial Intelligence methods in order to improve the
efficiency of this validation task.

A first study compared the performance of three different optimization algorithms (Bayesian, evo-
lutionary and genetic algorithms) at constraining conventional Supersymmetry realizations, when
confronted against Higgs mass and Dark Matter relic density constraints and the results show an
increase in up to 3 orders of magnitude in sampling efficiency when compared to random sampling.

In a much more challenging scenario, a follow-up analysis was implemented for the scotogenic
model, this time using an evolutionary multi-objective optimization algorithm assisted by a novelty
detection (ND) algorithm, confronted against experimental constraints coming from the Higgs and
neutrinos masses, lepton flavor violating decays, neutrino mixing and the anomalous magnetic
moment of the muon. Results show at least 6 orders of magnitude increase in sampling efficiency
as well as a better coverage of the parameter space due to the inclusion of a multi-objective cost
function. Lastly, the use of ND improved the exploratory capacities of the algorithm, leading to
new phenomenology.
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Next generation cosmological analysis with a
re-usable library of machine learning emulators

across a variety of cosmological models and datasets

In recent years, disparities have emerged within the context of the concordance model regard-
ing the estimated value of the Hubble constant H0 [1907.10625] using Cosmic Microwave Back-
ground (CMB) and Supernovae data (commonly referred to as the Hubble tension), the clustering
σ8 [1610.04606] using CMB and weak lensing, and the curvature ΩK [1908.09139, 1911.02087] us-
ing CMB and lensing/BAO, and between CMB datasets. The study of these discrepancies between
different observed datasets, which are predicted to be in agreement theoretically by a cosmological
model, is called tension quantification.
We approach this problem by producing a re-usable library of machine learning emulators across
a grid of cosmological models through detecting cosmological tensions between datasets from
the DiRAC allocation (DP192). This library will be released at this conference as part of the pip-
installable package unimpeded ( https://github.com/handley-lab/unimpeded) and serve as an anal-
ogous grid to the Planck Legacy Archive (PLA), but machine learning enhanced and expanded to
enable not only parameter estimation (currently available with the MCMC chains on PLA), but also
allowing cosmological model comparison and tension quantification. These are implemented with
piecewise normalising flows [2305.02930] as part of the package margarine [2205.12841], though
alternative density estimation methods can be used. The combination of nested sampling and den-
sity estimation allows us to obtain the same posterior distributions as one would have found from
a full nested sampling run over all nuisance parameters, but many orders of magnitude faster. This
allows users to use the existing results of cosmological analyses without the need to re-run on su-
percomputers. Currently, a systematic coverage of nine cosmological models and 30 datasets (to be
extended) are easily accessible via the unimpeded package using a few lines of code. Hyperparam-
eter tuning for cosmological normalising flows are explored across a grid of datasets and models
with different combinations of architecture (number of hidden layers), learning rate/scheduling
and activation function (e.g. sigmoid, tanh and ReLU) for the best performance.

We believe this work represents a significant step forward in cosmological data analysis, provid-
ing a versatile, efficient, and user-friendly platform to address current observational tensions and
advance our understanding of the Universe.
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A QGP Trigger based on Convolutional Neural
Network for the CBM Experiment

The field of heavy-ion experiments, particularly those like the upcoming Compressed Baryonic
Matter (CBM) experiment at the Facility for Antiproton and Ion Research (FAIR), requires high-
performance algorithms capable of efficient real-time data analysis. The incorporation of machine
learning, especially artificial neural networks, into these experiments is a major breakthrough.
This report highlights the use of a specialized neural network package, ANN4FLES, tailored for
high-performance computing environments, focusing on its application in the CBM experiment
to identify and classify events that could indicate the creation of Quark-Gluon Plasma (QGP).

Our study introduces an innovative method using ANN to create a QGP detection system within
the First Level Event Selection (FLES) framework, a key component of the CBM experiment. We
explore the effectiveness of both fully-connected and convolutional neural networks by training
and evaluating them on simulated collision data (Au+Au collisions at 31.2A GeV) created with
the Parton-Hadron-String Dynamics (PHSD) model. The findings show that convolutional neural
networks significantly outperform their fully-connected counterparts, achieving an impressive
accuracy of over 95% on the test data.

This report provides an in-depth look at why the neural network excels in accurately identifying
QGP-related events, touching on the complex physics involved. It also covers the critical aspects
of neural networks, particularly their relevance to analyzing heavy-ion collisions where detecting
quark-gluon plasma is crucial.
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Scaling Normalizing Flows for Lattice Gauge
Theories

In varying action parameters in a lattice gauge theory towards a critical point, such as the con-
tinuum limit, generic Markov chain Monte Carlo algorithms incur dramatic sampling penalties.
Proof-of-principle studies in applying flow-based generative models to lattice gauge theories have
suggested that such methods can mitigate against critical slowing down and topological freezing.
There remains a question in how normalizing flows perform in state-of-the-art calculations. In this
work, we aim to quantify how well these algorithms scale as we increase the number of degrees
of freedom in the system. In particular, we study the scaling behaviour of flows for SU(2) and
SU(3) gauge theories in two and four spacetime dimensions while also incorporating a variety of
architectural improvements to enhance sampling efficiency.

AI keywords

Normalizing Flows; Variational Inference; Training models at scale

Primary authors: KIRWAN, Christopher (Trinity College Dublin); Prof. RYAN, Sinéad (Trinity Col-
lege Dublin); Mr VENUGOPAL, Srikumar (IBM Research Europe - Dublin); Mr VASSILIADIS, Vassilis
(IBM Research Europe - Dublin)

Presenter: KIRWAN, Christopher (Trinity College Dublin)

Track Classification: Simulations & Generative Models

April 5, 2025 Page 132



EuCAIFCon 2025 / Report of Contributions Maria Goes Nifty - Simulation, Ga …

Contribution ID: 133 Type: Poster + Flashtalk

Maria Goes Nifty - Simulation, Gaussian
Process-Based Reconstruction and Denoising of
(Sub-)Millimetre Single-Dish Telescope Data

(Sub-)millimeter single-dish telescopes offer two key advantages compared to interferometers:
they can efficiently map larger portions of the sky, and they can recover larger spatial scales.
Nonetheless, fluctuations in the atmosphere, the dominant noise source in ground-based obser-
vations, limit the accurate retrieval of signals from astronomical sources. We introduce maria
(https://thomaswmorris.com/maria/), a versatile, python-based general-purpose simulator for mi-
crowave and radio telescopes. Maria generates location-specific weather with accurate turbu-
lence, allowing an in-depth study of optimal removal of the atmosphere in astronomical data.
We generate synthetic observations from simulations that account for both atmospheric signal
and filtering effects by letting the input array scan in a pre-defined scanning pattern over the
astronomical background through the simulated turbulent and evolving atmosphere. The syn-
thetic data are used to optimize the transfer function and various calibration techniques, from
which the astronomical map is reconstructed using the Numeric Information Field Theory (NIFTy,
https://ift.pages.mpcdf.de/nifty/) package. The contributions from the map and atmosphere to the
time series data are described by separate gaussian process models, allowing for a separation and
accurate reconstruction of both components. Noise contributions from the detectors and other
sources are removed in the reconstruction process. We observe that the NIFTy-based approach
leads to a significantly improved map reconstruction for simulated data, while providing an uncer-
tainty quantification of the results. The application of the NIFTy-based reconstruction method to
simulated observations by the 50 m Atacama Large Aperture Submillimeter Telescope (AtLAST)
is discussed, as well as the possibility to reconstruct CMB contributions.
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Cosmological inference using gravitational waves
and normalizing flows

We present a machine learning approach using normalizing flows for inferring cosmological pa-
rameters
from gravitational wave events. Our methodology is general to any type of compact binary coa-
lescence
event and cosmological model and relies on the generation of training data representing distribu-
tions of
gravitational wave event parameters. These parameters are conditional on the underlying cosmol-
ogy and
incorporate prior information from galaxy catalogues. We provide an example analysis inferring
the
Hubble constant using binary black holes detected during the O1, O2, and O3 observational runs
conducted
by the advanced LIGO/VIRGO gravitational wave detectors. We obtain a Bayesian posterior on
the Hubble
constant from which we derive an estimate and 1σ confidence bounds of H0 = 74.51 +14.80
−13.63 km s−1 Mpc−1.
We are able to compute this result in O(1) s using our trained normalizing flow model.
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Continuous Calibration Classifiers via Optimal
Transportation Maps

A calibration of the classifier using a new calibration procedure based on optimal transportation
maps is presented. Simultaneous, continuous corrections to the classification probabilities from
tagging algorithms in simulation. After application of the derived calibration maps, closure be-
tween simulation and observation is achieved. A continuous calibration opens up new possibili-
ties for the future use of jet flavor information in LHC analyses and furthermore serves as a guide
for deriving high-dimensional corrections to simulation via transportation maps, an important
development for a broad range of inference tasks.
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Real-time calibrations for future detectors at FAIR

The real-time data processing of next-generation experiments at FAIR requires precise event topol-
ogy reconstruction, which in turn depends on accurate in-situ calibration procedures. Machine
learning techniques offer a promising approach to achieving fast and reliable calibrations using
continuously available environmental data. In this study, we investigate a neural network-based
method for calibrating the Drift Chambers of the HADES detector. By combining Long Short-Term
Memory with graph convolutions, we achieve stable and accurate predictions, matching the qual-
ity of standard offline calibration across all drift chambers. Moreover, our approach significantly
reduces the calibration time, making it well-suited for real-time applications within high-rate data
acquisition environments.
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Physics Informed Neural Networks for design
optimisation of diamond particle detectors for

charged particle fast-tracking at high luminosity
hadron colliders

The next generation of tracking detectors at upcoming and future high luminosity hadron colliders
will be operating under extreme radiation levels with an unprecedented number of track hits per
proton-proton collision that can only be processed if precise timing information is made available
together with state-of-the-art spatial resolution. 3D Diamond pixel sensors are considered as a
promising technology to design such future detectors thanks to diamond radiation hardness and
high charge carrier mobility, potentially resulting in excellent timing resolution.

Charge collection in 3D diamond detectors is usually obtained by using femtosecond pulses of in-
frared laser light to induce a phase transition of the diamond lattice to a mixture of graphite and
amorphous carbon, which results in conductive electrodes although with relatively high resistiv-
ity. The description of ionising particle induced signals in such devices is complicated by the fact
that the electric field in the material is modified by the signal propagation through the resistive
electrodes, thus requiring an extended application of the classical Ramo-Shockley weighting po-
tential methods. The optimisation of the design of these detectors from the point of view of space
and time resolution requires therefore innovative signal simulation techniques.

We discuss a novel approach relying on the numerical resolution of a 3rd order, 3+1-dimensional
partial differential equation (PDE) to describe the effect of signal propagation through the resistive
electrodes as a time-dependent Ramo-Shockley weighting potential, then integrated with third-
party software applications modelling the charge carrier transport across the detector material.

We discuss how such PDE can be obtained as the quasi-stationary approximation of Maxwell Equa-
tions and different approaches to their solution for the 3D geometry of the proposed diamond
sensors.

Using a small portion of data obtained from an ad hoc devised Spectral Method simulation, we
trained a Mixture-of-Experts Physics Informed Deep Neural Network, using Kolmogorov-Arnold
Networks (KANs), MLPs and FourierNet as models, and various optimisation recipes, to obtain a
meshless solver and used it to infer the effect of the electrode resistance on the time resolution of
the diamond detector.

We conclude discussing how a parametric PINN may help in the optimisation of diamond detec-
tor design and, more generally, in the study of radiation detectors embedding resistive charge
collection elements.
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AI-Driven Pattern Recognition for Self-tuning PMT
Gain Optimization in the Forward Wall Detector

The Forward Wall (FW) detector in the HADES experiment at GSI/FAIR relies on accurate pho-
tomultiplier tube (PMT) gain tuning to ensure precise energy measurements and correct energy
measurement range. Traditional calibration methods depend on iterative manual adjustments us-
ing cosmic muons, making them time-consuming and susceptible to systematic variations caused
by PMT aging and environmental factors.

To automate and enhance calibration accuracy, we introduce an AI-driven self-calibrating algo-
rithm based on pattern recognition in spectral data. A deep neural network (DNN) is trained to
identify characteristic patterns in time-over-threshold (ToT) spectra, distinguishing between opti-
mal and shifted gain states. The algorithm detects anomalies in spectral distributions and corrects
deviations by predicting the necessary high-voltage (HV) adjustments. Additionally, an anomaly
detection module based on unsupervised learning identifies unexpected deviations that may indi-
cate hardware degradation or changing experimental conditions.

This approach improves calibration efficiency, reduces reliance on manual corrections, and en-
hances long-term detector stability. Validation with cosmic muon and heavy-ion collision data
(C+C, Au+Au) demonstrates that the algorithm effectively recognizes gain shift patterns and adapts
PMT settings accordingly. By leveraging AI-based pattern analysis, this method offers a scalable
solution for automated calibration in large-scale scintillator-based detectors.
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Physics-Conditioned Diffusion Models for Lattice
Gauge Field Theory

We develop diffusion models for simulating lattice gauge theories, where stochastic quantization
is explicitly incorporated as a physical condition for sampling. We demonstrate the application
of this novel sampler to U(1) gauge theory in two spacetime dimensions and find that a model
trained at a small inverse coupling constant can be extrapolated to larger inverse coupling regions
without encountering the topological freezing problem. Additionally, the trained model can be
employed to sample configurations on different lattice sizes without requiring further training.
The exactness of the generated samples is ensured by incorporating Metropolis-adjusted Langevin
dynamics into the generation process. Furthermore, we demonstrate that this approach enables
more efficient sampling of topological quantities compared to traditional algorithms such as hybrid
Monte Carlo and Langevin simulations.
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Neuromorphic Readout for Hadron Calorimeters

In this work we simulate hadrons impinging on a homogeneous lead-tungstate (PbWO4) calorime-
ter to investigate how the resulting light yield and its temporal structure, as detected by an array
of light-sensitive sensors, can be processed by a neuromorphic computing system. Our model
encodes temporal photon distributions in the form of spike trains and employs a fully connected
spiking neural network to regress the total deposited energy, as well as the position and spatial
distribution of the light emissions within the sensitive material. The model is able to estimate
the aforementioned observables in both single task and multi-tasks scenarios, obtaining consis-
tent results in both settings. The extracted primitives offer valuable topological information about
the shower development in the material, achieved without requiring a segmentation of the ac-
tive medium. A potential nanophotonic implementation using III-V semiconductor nanowires is
discussed.

AI keywords

simulation-based inference; neuromorphic computing; real time processing; spiking neural net-
work

Primary authors: Dr LUPI, Enrico (INFN Padova, University of Padova); Dr DORIGO, Tommaso
(INFN Padova, Luleå University of Technology, MODE Collaboration, Universal Scientific Education and
Research Network); Dr BRECCIA, Alessandro (University of Padova)

Co-authors: Dr ABHISHEK (National Institute of Science Education and Research Jatni); Dr AEHLE,
Max (University of Kaiserslautern-Landau (RPTU), MODE Collaboration); Dr AWAIS, Muhammad
(INFN Padova, Luleå University of Technology, MODE Collaboration); Mr CARROCCIO, Riccardo
(University of Padova); Dr CHEN, Long (University of Kaiserslautern-Landau (RPTU), MODE Col-
laboration); Dr DAS, Abhijit (Lund University); Dr DE VITA, Andrea (INFN Padova, University of
Padova); Prof. GAUGER, Nicholas Ralph (University of Kaiserslautern-Landau (RPTU), MODE Collabo-
ration); Prof. KEIDEL, Ralf (Karlsruhe Institute of Technology, MODE Collaboration); Prof. KIESELER,
Jan (Karlsruhe Institute of Technology); Prof. MIKKELSEN, Anders (Lund University); Dr NARDI, Fed-
erico (University of Padova, Laboratoire de Physique Clermont Auvergne); Dr NGUYEN, Xuan Tung
(INFN Padova, University of Kaiserslautern-Landau (RPTU)); Prof. SANDIN, Fredrik (Luleå University
of Technology, MODE Collaboration); Dr SCHMIDT, Kylian (Karlsruhe Institute of Technology); Prof.
VISCHIA, Pietro (University of Oviedo, MODE Collaboration, Universal Scientific Education and Re-
search Network); Mr WILLMORE, Joseph (INFN Padova)

Presenter: Dr LUPI, Enrico (INFN Padova, University of Padova)

Track Classification: Inference & Uncertainty

April 5, 2025 Page 141



EuCAIFCon 2025 / Report of Contributions Transfer Learning for Smart Backg …

Contribution ID: 142 Type: Poster + Flashtalk

Transfer Learning for Smart Background Simulation
at Belle II

In experimental particle physics, the development of analyses depends heavily on the accurate
simulation of background processes, including both the particle collisions/decays and their subse-
quent interactions with the detector. However, for any specific analysis, a large fraction of these
simulated events is discarded by a selection tailored to identifying interesting events to study.
At Belle II, the simulation of the particle collision and subsequent particle decays is much more
computationally efficient than the rest of the simulation and reconstruction chain. Thus, the com-
putational cost of generating large simulated datasets for specific selections could be reduced by
predicting which events will pass the selection before running the costly part of the simulation.
Deep Neural Networks have shown promise in solving this task even when there is no obvious
correlation between quantities available at this stage and after the full simulation. These models,
however, must be trained on preexisting large datasets, which especially for selections with low
efficiencies defeats their own purpose. To solve this issue, we present how a model, pre-trained
on multiple different selections for which a lot of training data is available, can be fine-tuned on
a small dataset for a new low-efficiency selection or for a known selection with different detec-
tor/software conditions.
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A Generative Geometry Foundation Model for
Engineering Applications

Many scientific and engineering problems are fundamentally linked to geometry, for example, de-
signing a part to maximise strength or modelling fluid flow around an airplane wing. Thus, there is
substantial interest in developing machine learning models that can not only operate on or output
geometric data, but generate new geometries. Such models have the potential to revolutionise ad-
vanced industries from materials manufacturing to medical imaging. However, constructing and
training these models presents a range of novel challenges. In this talk, we will discuss a generative
geometry model for aircraft, using it as a case study to illustrate some of these challenges and the
approaches taken to tackle them. Among other topics, we shall consider how to encode geometry
for ML, the difficulties of dataset curation, the advantages of geometric foundation models, and
how to predict scalar and field properties of these geometries.
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SFTs: a scalable data-analysis framework for
long-duration gravitational-wave signals

We introduce a framework based on Short-time Fourier Transforms (SFTs)
to analyze long-duration gravitational wave signals from compact binaries.
Targeted systems include binary neutron stars observed by third-generation
ground-based detectors and massive black-hole binaries observed by the LISA
space mission, for which we present a pilot application. Leveraging differentiable
and GPU-parallelizable gravitational-wave models, ours is an extremely fast,
scalable, and parallelizable implementation of the gravitational-wave inner product,
the key building block of all gravitational-wave data treatments. Overall,
we achieve computing cost reduction in evaluating an inner product of three to
five orders of magnitude, depending on the specific application, with respect to a standard ap-
proach.
By speeding up this low-level element so massively, SFTs and differentiable GPU-accelerated
waveform models provide an extremely promising solution for current and future gravitational-
wave
data-analysis problems.
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21cmEMU3: an emulator of 21cmFAST summary
observables

The cosmic dawn (CD) of the first luminous objects and eventual reionisation (EoR) of the inter-
galactic medium (IGM) remain among the greatest mysteries in modern cosmology. The 21-cm line
is one of the most powerful probes of these crucial moments in the history of the Universe, provid-
ing a clean window into both cosmology and astrophysics. Current 21-cm observations are upper
limits on the power spectrum (PS) from instruments such as LOFAR, HERA, and MWA. Upcoming
instruments, such as the SKA, will provide a detection of the 21-cm PS as well as a 3D map of the
neutral hydrogen content of the Universe. A great deal of computational resources are required
to improve our understanding of the CD/EoR via Bayesian inference. Past works have found that
artificial neural networks significantly reduce the computational costs while accurately reproduc-
ing posteriors obtained with the simulator. While most past works focus on emulating a single
summary statistic, we focus on emulating several as it is the synergy between different probes that
allows us to produce the best constrains. Previously, we presented 21cmEMU1, an emulator that
allows us to perform state-of-the-art inferences in over 105 times faster than traditional inferences.
In this work, we present 21cmEMU3, an emulator of six summary statistics, including, among oth-
ers, the cylindrical (2D) 21-cm power spectrum, and the ultra violet luminosity functions. This
emulator is trained on more realistic simulations from 21cmFAST than 21cmEMU1. In this new
database, we have a total of about 50k samples where we vary 10 astrophysical parameters and σ8.
21cmEMU3 is the first emulator of cylindrical 21-cm PS, as well as the first score-based generative
emulator of the 2D PS. 21cmEMU3 is also the first LSTM emulator of four of the remaining five
summary statistics. We apply 21cmEMU3 on previous and upcoming 21-cm PS upper limits from
the HERA instrument.
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Hadron Identification Prospects With Granular
Calorimeters

In this work we consider the problem of determining the identity of hadrons at high energies
based on the topology of their energy depositions in dense matter, along with the time of the in-
teractions. Using GEANT4 simulations of a homogeneous lead tungstate calorimeter with high
transverse and longitudinal segmentation, we investigated the discrimination of protons, positive
pions, and positive kaons at 100 GeV. The analysis focuses on the impact of calorimeter granularity
by progressively merging detector cells and extracting features like energy deposition patterns and-
timing information. Two machine learning approaches, XGBoost and fully connected deep neural
networks, were employed to assess the classification performance across particle pairs. The results
indicate that fine segmentation improves particle discrimination, with higher granularity yielding
more detailed characterization of energy showers. Additionally, the results highlight the impor-
tance of shower radius, energy fractions, and timing variables in distinguishing particle types.
The XGBoost model demonstrated computational efficiency and interpretability advantages over
deep learning for tabular data structures, while achieving similar classification performance. This
motivates further work required to combine high- and low-level feature analysis, e.g., using convo-
lutional and graph-based neural networks, and extending the study to a broader range of particle
energies and types.
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PXD background generation using generative
models

The Pixel Vertex Detector (PXD) is the innermost detector of the Belle II experiment. Information
from the PXD, together with data from other detectors, allows to have a very precise vertex re-
construction. The effect of beam background on reconstruction is studied by adding measured or
simulated background hit patterns to hits produced by simulated signal particles. This requires a
huge sample of statistically independent PXD background noise hit patterns to avoid systematic
biases, resulting in a huge amount of storage due to the high granularity of the PXD sensors. As
an efficient way of producing background noise, we explore the idea of an on-demand PXD back-
ground generator realised using generative models. In order to evaluate the quality of generated
background we measure physical quantities which are sensitive to the background in the PXD.
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Electron and Proton Classification with AMS ECAL
Using Convolutional Vision Transformers and

Domain Adaptation

Alpha Magnetic Spectrometer (AMS-02) is a precision high-energy cosmic-ray experiment on the
ISS operating since 2011 and has collected more than 228 billion particles. Among them, positrons
are important to understand the particle nature of dark matter. Separating the positrons from
cosmic background protons is challenging above 1 TeV. Therefore, we use state-of-the-art convo-
lutional and transformer models, CoAtNet and Convolutional Vision Transformer (CvT), that em-
ploy the shower signals from the ECAL to classify the electrons/positrons in the dominant cosmic
proton background. We created sets of electrons, positrons, and protons events from the ISS data
and Monte Carlo Simulation in the energy range between 0.2-2 TeV by applying various data qual-
ity cuts on reconstructed variables obtained from the sub-detectors. Initially, since ECAL showers
are not tunned in the AMS MC, our MC trained models show a lower proton rejection on the ISS
data. To accommodate the difference between the training and test domain distributions, we im-
plemented domain adaptation with the CoAtNet and CvT to mitigate this dataset bias/domain shift.
We also trained domain adaptation with a set of well-reconstructed 1 electron charge ISS events
without electron/proton labels at TeV energy order as the target dataset. We evaluated the models
between 1-2 TeV energy using ISS and MC events with the proton rejection vs. electron efficiency
and proton rejection vs. energy at near 90% electron efficiency plots. We performed experiments
using various training and validation dataset combinations and other hyperparameters with the
CvT and CoAtNet. Among them, the best models are obtained with the 1-2TeV MC events as train-
ing data and half of the labeled 1-2 TeV ISS events as validation data. Using domain adaptation
with the CoAtNet, we obtained a maximum proton rejection at 88% electron efficiency on the ISS
data. We also rejected all of the MC protons at higher than 99.8% electron efficiency with both
CvT and CoAtNet. At 90% electron efficiency, the proton rejection power of the CvT and CoAtNet
is 5 and 7 times higher than the proton rejection power of the AMS’s Boosted Decision Tree and
ECAL Likelihood Estimator for MC events in the 1-2 TeV range. We created another dataset in
the 50-200 GeV energy range in which electrons and protons are labeled independently from the
ECAL in the ISS Data. After hyperparameter tuning on the CoAtNet and applying focal loss, the
models’s proton rejection factors are 2 times higher than AMS ECAL LHD in the 50-200 GeV range.
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Calorimeter Reconstruction with Graph Neural
Networks

Graph Neural Networks (GNNs) have emerged as powerful tools for particle reconstruction in
high-energy physics experiments, particularly in calorimeters with irregular geometries, such as
those used in the ATLAS experiment. In this work, we present a GNN-based approach to recon-
struct particle showers, improve energy resolution, spatial localization, and particle identification.
We discuss the model architecture, training strategies, and performance benchmarks, demonstrat-
ing the advantages of GNNs over conventional techniques. Our findings highlight the potential of
GNNs to enhance calorimeter-based event reconstruction, paving the way for more precise mea-
surements in future collider experiments.
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Improved gravitational wave parameter estimation
with SBI and secondary mode marginalization

Simulation-based inference (SBI) has emerged as a powerful tool for parameter estimation, partic-
ularly in complex scenarios where traditional Bayesian methods are computationally intractable.
In this work, we build upon a previous application of SBI, based on truncated neural posterior esti-
mation (TNPE), to estimate the parameters of a gravitational wave post-merger signal, using real
data from the GW150914 event. We extend this approach by incorporating marginalization over
secondary modes, which are often neglected in standard analyses under the assumption that their
contribution is weaker than noise and can therefore be absorbed into a Gaussian noise model.
However, when secondary modes have a non-negligible impact, this assumption can introduce
biases in the inferred parameters of the dominant mode. By explicitly accounting for these con-
tributions within the SBI framework, we investigate whether this refinement improves both the
accuracy and robustness of parameter estimation compared to standard Bayesian methods.
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Background Enrichment to improve Anomaly
Detection

Model-independent anomaly detection for Beyond the Standard Model (BSM) searches in high-
energy physics faces significant challenges due to the lack of tractable methods to build rich back-
ground priors as well as inherent uncertainties in simulated background processes. Traditional
unsupervised ML approaches to anomaly detection, commonly train models on background sam-
ples produced by a single physics generator (e.g., Pythia) using a fixed generator tune. This comes
with the risk of overfitting to generator-specific features thereby increasing sensitivity to non-
anomalous processes that deviate from the limited background representations. To address this,
we present a novel method that enhances background modelling by aggregating samples from
multiple generators (Pythia, Herwig, Sherpa) and generator tunes, capturing a broader spectrum
of possible background variations. We train an unsupervised variational autoencoder (VAE) aug-
mented with contrastive learning objectives, which enforce separation between latent space clus-
ters corresponding to each generator and tune. This enriched background representation ensures
that generator-specific features are encoded into the distinct clusters, while anomalous signals —
which do not align with any generator’s characteristics —are projected outside these regions. The
resulting reduction in false positives thereby improves anomaly detection performance. We com-
pare performance across different anomaly metrics, different VAE-based architectures like (but not
restricted to) Normalizing Flow augmented VAEs to arrive at a broader picture of model-agnostic,
VAE-based anomaly detection for new physics searches. We also attempt an empirical study of
the use of contrastive methods to build small foundation models for broader Physics tasks. We
present our work through an open-source python package-style repository called BEAD, which is
designed to be a modular VAE-based anomaly detection toolkit.
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QCD physics exploration with regressive and
generative machine learning

Recent advances in machine learning have unlocked transformative approaches to longstanding
challenges in fundamental physics. In this talk, I will present our latest work that harnesses
physics‐driven deep learning to tackle two intertwined frontiers: solving inverse problems in
Quantum Chromodynamics (QCD) and deploying generative models for statistical physics and
field theory.

Inverse problems in QCD—such as the reconstruction of hadronic spectral functions and the ex-
traction of the dense matter equation of state—are inherently ill‐posed, with traditional methods
often falling short of reliably capturing subtle physical details. By embedding physical priors and
symmetry constraints directly into neural network architectures and leveraging automatic differ-
entiation, our approach significantly improves the precision and stability of the extracted observ-
ables.

In parallel, we have explored the use of advanced generative models—including diffusion mod-
els and Fourier‐flow techniques—as global samplers in lattice field theory. These methods recast
stochastic quantization into a machine‐learned framework, mitigating challenges like critical slow-
ing down and topological freezing while enabling efficient sampling of complex quantum config-
urations.

Together, these innovations illustrate how machine learning can bridge data‐driven insights with
rigorous physics principles to decode the rich phenomenology of QCD matter under extreme con-
ditions. This presentation will outline our methodologies, highlight key numerical and theoretical
results, and discuss the promising prospects for AI-driven research in fundamental physics.
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Physics-informed generative models for scattering
amplitude reconstruction

While cross sections are the fundamental experimental observables in scattering processes, the
full quantum dynamics of the interactions are encoded in the complex-valued scattering ampli-
tude. Since cross sections depend only on the squared modulus of the amplitude, reconstructing
the complete information from nuclear and particle physics experiments becomes a challenging
inverse problem. In this talk, I present a physics-informed Generative Adversarial Network (GAN)
approach to reconstruct the amplitude in 2 → 2 elastic pion-pion scattering, focusing on spin-0 par-
ticles to avoid the complexities from the spin of external particles or coupled channels. To address
the loss of phase information, I introduce constraints from fundamental properties of scattering
amplitudes in the generator’s loss function: one enforcing unitarity for probability conservation
and another ensuring causality through conditions on the scattering phase shifts. I will show how
these constraints enable accurate amplitude reconstruction within uncertainties. I will also outline
steps toward extending generative models for amplitude-level unfolding in more complex hadronic
reactions.
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A Lorentz-Equivariant Transformer for All of the
LHC

We show that the Lorentz-Equivariant Geometric Algebra Transformer (L-GATr) yields
state-of-the-art performance for a wide range of machine learning tasks at the Large
Hadron Collider. L-GATr represents data in a geometric algebra over space-time and is
equivariant under Lorentz transformations. The underlying architecture is a versatile
and scalable transformer, which is able to break symmetries if needed. We demonstrate
the power of L-GATr for amplitude regression and jet classification, and then benchmark
it as the first Lorentz-equivariant generative network. For all three LHC tasks, we find
significant improvements over previous architectures.
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Improving Fast Radio Burst Localizations Using
Simulation-Based Inference

Fast radio bursts (FRBs) are extremely brief and bright flashes of radio waves originating from dis-
tant galaxies. Localizing FRBs to or within a host galaxy is key to exploring their physical origin(s)
and using them as cosmological probes. However, poor uv-coverage of interferometric arrays and
susceptibility to calibration errors can make FRBs exceptionally hard to localize accurately. I ex-
plored whether convolutional neural networks can extract a reliable localization estimate from a
single FRB observation. I have built a Very Long Baseline radio Interferometry (VLBI) simulator
for producing representative FRB maps as a training data set for Simulation-Based Inference (SBI).
I use an embedded convolutional neural network to overcome the computational limitations of the
fully connected SBI pipeline with parameters jointly learned during training. I train SBI on the
dimensionally reduced feature latent space, sample the SBI posterior, and show that this setup can
estimate localization uncertainty when trained on simulated images of FRB VLBI observations. I
will comment on the limitations and challenges of this approach, discuss its implications and re-
sults of testing on real observations of the hyper-active repeating FRB~20220912A, and discuss the
viability of using SBI with an embedded neural network for creating a fast and reliable pipeline
for the localization of FRBs.
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Deep Learning and Simulation-Based Inference for
Radiation Damage Modeling in Space Telescopes:

Euclid Case Study

The Euclid Space Telescope aims to map the geometry of the dark universe with unprecedented
precision, requiring exceptional data fidelity from its Visible Instrument (VIS). However, radiation
damage introduces charge transfer inefficiencies (CTI), distorting observations over time. Trap
pumping is a novel technique for localizing and characterizing radiation-induced defects in the de-
tector surface, but it remains time-consuming and often fails to identify complex defect structures.
My ongoing work investigates the potential of machine learning to enhance the accuracy and ef-
ficiency of trap pumping analysis, as well as the use of simulation-based inference to bridge two
interrelated physical models of radiation damage simulations which are used for the generation of
training datasets.

I am utilizing convolutional neural networks (CNNs) and multi-channel architectures to localize
and characterize detector defects in both simulated and in-orbit calibration data. The best esti-
mates from the nominal trap pumping method serve as a part of the training dataset for learning a
quantifiable defect representation in real and simulated data, with the goal of reducing the number
of necessary calibration images for successful defect detection. I will assess the performance of
different models under varying calibration time constraints and present predictions for the evolu-
tion of both the nominal and CNN-based trap detection performance throughout Euclid’s mission,
accounting for the expected accumulation of radiation damage.
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Density matrix estimation using autoregressive
networks

The density matrix of a quantum system provides complete information about its entanglement.
Using generative autoregressive networks, we show how to estimate the matrix elements for the
small quantum spin chain. Using a density matrix, we calculate Renyi entanglement entropies as
well as Shanon entropy at zero temperature.
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Probabilistic DiffusionNet as a PDE surrogate
endowed with mechanistic uncertainty

quantification

Geometric deep learning models are being adopted across science and engineering to estimate
large-scale PDE solutions for varying boundary conditions. While accurate uncertainty quantifi-
cation (UQ) is essential for better decision-making for a variety of downstream tasks like optimi-
sation and control, these models rarely produce efficient and effective UQ. Moreover, most UQ
methods focus on constructing distributions on point-wise parameters to elicit uncertainty, and
so fail to exploit the useful inductive biases of geometric model architectures. To address this chal-
lenge, we propose a probabilistic modification of the DiffusionNet architecture, widely used in
surface learning tasks, by introducing latent random variables that are derived from a stochastic
reformulation of the underlying mechanism — the diffusion process. We demonstrate that approx-
imate Bayesian treatment of these mechanistic latent variables yields superior UQ performance on
standard datasets without sacrificing predictive performance compared to other prevalent models
and UQ methods, while enjoying a lower computational cost and interpretability.
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Machine Learning for Event Reconstruction in the
CMS Phase-2 High Granularity Calorimeter Endcap

The high-luminosity era of the LHC will offer greatly increased number of events for more pre-
cise Standard Model measurements and Beyond Standard Model searches, but will also pose un-
precedented challenges to the detectors. To meet these challenges, the CMS detector will undergo
several upgrades, including the replacement of the current endcap calorimeters with a novel High-
Granularity Calorimeter (HGCAL). To make optimal use of this innovative detector, new and orig-
inal algorithms are being devised. A dedicated reconstruction framework, The Iterative Clustering
(TICL), is being developed within the CMS Software (CMSSW). This new framework is designed
to fully exploit the high spatial resolution and precise timing information provided by HGCAL.
Several key ingredients of the object reconstruction chain already rely on Machine Learning tech-
niques and their usage is expected to further develop in the future. In the presentation, the existing
reconstruction strategies will be presented stressing the role played by ML techniques to exploit
the information provided by the detector. The areas where ML techniques are expected to play a
role in the future developments will be also discussed.
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Enhancing Pulse Shape Discrimination with
Gradient Boosted Decision Trees and Twin Neural

Networks

High-purity germanium (HPGe) detectors play a critical role in nuclear physics experiments, in-
cluding searches for neutrinoless double-beta decay. Traditional pulse shape discrimination (PSD)
methods help distinguish signal from background events in such detectors. However, the perfor-
mance of these traditional PSD methods declines at lower energies (500 � keV). This low-energy
regime is promising for exploring beyond-standard-model physics, such as bosonic dark matter,
electron decays, and sterile neutrinos. To improve sensitivity, we developed a novel machine learn-
ing pipeline for PSD in HPGe detectors. Our pipeline combines a twin neural network (TWINNN)
that encodes waveforms into a 64-dimensional latent space with a gradient-boosted decision tree
(GBDT) that interprets the encoded data with the help of additional human-curated input features.
The algorithm was trained on the “Majorana Demonstrator Publicly Released dataset for AI/ML”
. Our approach leverages both the TWINNN’s ability to model complex, non-linear behavior and
capture temporal context, as well as the GBDTs interpretability and ability to make use of addi-
tional human-curated input features. When applied to waveforms from a Majorana Demonstrator
calibration run, our approach improved classification accuracy from 87.5% to 92% and increased
near-surface event identification by 13%. Two energy spectrum peaks, corresponding to single-site
and multi-site events, were excluded during training, yet the model correctly retained or removed
these events during full-spectrum evaluation, demonstrating generalization into unseen energy
regions. Future work will involve Monte Carlo validation of the low-energy calibration spectrum,
further study of latent-space topology with a variational inference model, and improved PSD gen-
eralization across a broader energy range. This work underscores the transformative potential
of machine learning in nuclear physics instrumentation and data analysis while offering a new
method for event characterization in rare-event searches and fundamental physics experiments.
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Towards a Seismology Foundation Model

We introduce a SeismoGPT, a foundation model for seismology that leverages transformer-based
architectures to model seismic waveforms. Inspired by natural language processing techniques.
This approach tokenizes continuous seismograms by dividing them into fixed-length patches, where
each patch represents a sequence of waveform samples. These patches serve as input tokens to
the transformer model, enabling the application of self-attention mechanisms to learn temporal
dependencies in seismic data. The model is trained in an autoregressive manner, predicting the
next patch given previous ones, making it well-suited for forecasting seismic signals.

The architecture of SeismoGPT consists of a convolutional embedding that encodes raw seismic
patches into a higher-dimensional representation, followed by positional embeddings to retain
temporal order. A causal transformer processes these embeddings, utilizing self-attention to cap-
ture long-range dependencies in the seismic sequence. The final prediction head generates the
next patch, allowing the model to reconstruct or extend seismic waveforms iteratively. This ap-
proach enables the efficient modeling of complex seismic patterns, offering potential applications
in earthquake prediction, early warning systems, and seismic noise mitigation, which is partic-
ularly relevant for third-generation gravitational wave detectors such as the Einstein Telescope
(ET). Accurately predicting seismic waveforms can help in reducing the impact of seismic noise
on the detector’s mirrors, thereby enhancing sensitivity to gravitational waves from sources such
as supermassive black hole binaries.
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Autonomous Fabry-Perot cavity locking via deep
reinforcement learning

This work explores the application of Reinforcement Learning (RL) to the control of a Fabry-Perot
(FP) optical cavity, a key component in interferometric gravitational-wave detectors. By lever-
aging RL’s inherent ability to handle high-dimensional non-linear systems, the project aims to
achieve robust and autonomous cavity locking—a process typically hindered by elevated finesse
values, mirror velocity, and non-linear dynamics.
A custom simulator reproducing the cavity’s electric field dynamics serves as the basis of a Gym-
nasium environment, where an RL agent is trained to acquire lock under realistic conditions. This
training is optimized by rewarding effective control actions, and the environment includes strate-
gies to mitigate the SimToReal gap by addressing latency and noise sources—thereby reducing
discrepancies between simulated and physical systems. Beyond simulation, an experimental setup
is proposed to verify and refine the training process.
Ultimately, the goal is to integrate simulation insights and experimental validation to enable a
seamless transition of the trained RL agent from a virtual platform to real-world cavity locking.
Future work will focus on enhancing control reliability and efficiency for more complex optical
systems.
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Open Framework for Synthetic Fraud Datasets via
Generative AI: Insights from Industrial Secondment

at IBM

This work presents an open framework for generating synthetic transactional datasets, address-
ing the twin challenges of data scarcity and privacy in fraud research. Conducted as an industry
secondment at IBM France Lab Saclay within the SMARTHEP Network—a European project fos-
tering collaboration between High Energy Physics and Industry—our approach leverages Gener-
ative AI Agents to simulate both legitimate and fraudulent behaviors within banking time series
data. Initially, our methodology employed Markov chain-based simulations to generate baseline
transactional patterns. However, to capture the nuanced dynamics of real-world activities, we
transitioned to an LLM-based Chain of Thought approach, enabling the creation of adaptive fraud
scenarios that more realistically mimic complex banking behaviors. The resulting synthetic dataset
provides a resource for researchers to develop and benchmark fraud detection methods while mit-
igating issues related to proprietary data constraints. Future plans include releasing the simulator
code and datasets to foster targeted collaboration on developing anomaly detection techniques for
fraud detection.

In addition, exploratory thinking on applying these automation principles to High Energy Physics
will be presented, particularly for automation during data taking. Drawing a conceptual parallel
with previous work on the infrastructure for deployment and evaluation of LHCb trigger configu-
rations, this idea suggests that similar strategies might be adapted to manage complex operational
processes in experimental settings.
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Transformers + Normalizing Flows for parameter
estimation of overlapping gravitational waves in

next generation detectors

In the next decade, the third generation of ground-based gravitational wave detectors, such as
the european Einstein Telescope, is expected to revolutionize our understanding of compact bi-
nary mergers. With a 10 factor improvement in sensitivity and an extended range towards lower
frequencies, Einstein Telescope will enable the detection of longer-duration signals from binary
black hole and binary neutron star coalescences, with expected rates up to ~10^5 events per year.
However, the inevitable presence of overlapping signals poses a severe challenge to parameter es-
timation analysis pipelines.
In this talk, I will describe a foundation model for parameter estimation, leveraging the synergy
of two state-of-the-art machine learning architectures: Transformers and Normalizing Flows. The
Transformer component efficiently encodes the complex temporal structures of overlapping sig-
nals, capturing long-range dependencies, while Normalizing Flows provide a flexible, efficient
representation of the high-dimensional posterior distributions of source parameters.
I will show how this hybrid approach enables rapid and accurate inference, even for low-SNR and
highly correlated events. By significantly reducing the computational cost while maintaining ac-
curacy, this framework represents a crucial step toward integrating machine learning-driven infer-
ence into real-data analysis pipelines for third-generation detectors. I further present performance
benchmarks on simulated data, showcasing the potential for real-time parameter estimation, and
discuss future developments.
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Identifying and Mitigating Machine Learning Biases
for the Gravitational Wave Detection Problem

Our work identifies the sources of 11 interconnected machine learning (ML) biases that hinder the
generalisation of supervised learning models in the context of gravitational wave (GW) detection.
We use GW domain knowledge to propose a set of mitigation tactics and training strategies for
ML algorithms that aim to address these biases concurrently and improve detection sensitivity. We
empirically prove that our approach leads to [i] detection sensitivities that rival current matched
filtering pipelines in real noise at low false alarm rates, [ii] the ability to handle out-of-distribution
noise power spectral densities, [iii] the ability to strongly reject non-Gaussian transient noise
artefacts, and [iv] data efficient learning of the detection problem.

Via the injection study introduced in the Machine Learning Gravitational-Wave Search Challenge,
we show that our search pipeline (Sage) detects ~11.2% more signals than the benchmark PyCBC
search at a false alarm rate of 1 per month and >48% than previous machine learning based detec-
tion pipelines. In light of the identified biases, we demonstrate that existing detection sensitivity
metrics are unreliable for machine-learning pipelines and discuss the trustworthiness of ML results.
By studying machine-learning biases and conducting empirical investigations to understand the
reasons for performance improvement/degradation, we aim to address the need for interpretability
of machine-learning methods in GW science. Link to the paper
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Latest developements in the CATHODE anomaly
detection method

The Standard Model of particle physics has been successful in describing fundamental particles
and their interactions, yet it fails to explain concepts like dark matter or the hierarchy problem,
motivating the search for physics beyond the Standard Model. Despite an extensive search pro-
gram at the LHC, no hints for new physics have been found so far. Anomaly detection has been
introduced as a bridge between generic searches and searches targeting a specific signal. CATH-
ODE (Classifying Anomalies THrough Outer Density Estimation) is a two-step anomaly detection
method that first uses a generative model to produce an in-situ estimate of the background and
subsequently isolates signal-like events with a classifier.
We present the most recent developments to CATHODE, improving its reliability and versatility
in uncovering potential new physics signals.
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Evaluating Two-Sample Tests for Validating
Generators in Precision Sciences

Deep generative models have become powerful tools for alleviating the computational burden of
traditional Monte Carlo generators in producing high-dimensional synthetic data. However, vali-
dating these models remains challenging, especially in scientific domains requiring high precision,
such as particle physics. Two-sample hypothesis testing offers a principled framework to address
this task. We propose a robust methodology to assess the performance and computational effi-
ciency of various metrics for two-sample testing, with a focus on high-dimensional datasets. Our
study examines tests based on univariate integral probability measures, namely the sliced Wasser-
stein distance, the mean of the Kolmogorov-Smirnov statistics, and the sliced Kolmogorov-Smirnov
statistic. Additionally, we consider the unbiased Fréchet Gaussian Distance and the Maximum
Mean Discrepancy. Finally, we include the New Physics Learning Machine, an efficient classifier-
based test leveraging kernel methods. Experiments on both synthetic and realistic data show that
one-dimensional projection-based tests demonstrate good sensitivity with a low computational
cost. In contrast, the classifier-based test offers higher sensitivity at the expense of greater com-
putational demands.
This analysis provides valuable guidance for selecting the appropriate approach—whether priori-
tizing efficiency or accuracy. More broadly, our methodology provides a standardized and efficient
framework for model comparison and serves as a benchmark for evaluating other two-sample tests.
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Gravitational-wave posterior post-processing with
normalizing flows

Bayesian inference is essential for understanding the compact binaries that produce gravitational
waves detected by the LIGO-Virgo-KAGRA collaboration. Performing this inference is computa-
tionally expensive and often has to be repeated multiple times with different models, e.g. different
approximations of General Relativity. These repeated analyses always start from scratch, which is
highly inefficient. This process could be improved by leveraging the similarities between analyses
to significantly reduce the computational cost.

In this work, we propose a novel machine-learning-based method to address this inefficiency. We
use normalizing flows to post-process the posterior distribution from an initial analysis to reflect
a new likelihood function. This approach produces a posterior distribution and evidence estimate
that are consistent with a full reanalysis but at significantly reduced computational cost. We
demonstrate the effectiveness of this method in various scenarios, including updating sky maps
with galaxy catalogue information and reanalysing data with alternative waveform models.
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Linear machine-learning approaches for accurate
atomistic simulations

Molecular dynamics (MD) simulations are a fundamental tool for investigating the atomistic be-
havior of complex systems, offering deep insights into reaction mechanisms, phase transitions,
and emergent properties in both condensed and soft matter. Recent advances in machine learn-
ing (ML) have determined a paradigm shift in atomistic simulations, allowing the development of
force-fields that closely mimic quantum mechanical interactions with exceptional accuracy and
efficiency—achieving this at a fraction of the computational cost of ab initio methods. However,
while standard non-linear ML potentials such as Gaussian Approximation Potentials and Neural
Network Potentials deliver excellent descriptions of the atomic environment, their numerous fit-
ting parameters often restrict the size of the systems and the duration of simulations due to in-
creased computational demands from high-dimensional parameter spaces. Furthermore, realizing
these potentials is labor-intensive, as they generally require extensive training datasets and are
vulnerable to overfitting. In this presentation, I will introduce the Chebyshev Interaction Model
for Efficient Simulation (ChIMES), which leverages a linear expansion in Chebyshev polynomials
to accurately reproduce atomic forces, energies and stress tensors in molecular and condensed-
phase systems while requiring comparatively less data. I will present overall findings and discusse
future perspectives: these ChIMES force-fields for atomistic simulations are pivotal for the multi-
scale computational characterization of crystalline oxides like HfO₂. These materials are promising
candidates for the coatings of multilayer systems in the Einstein Telescope, where a detailed under-
standing of their structure and atomic environment is essential for predicting performance under
stress and the relationship between mechanical losses and thermoelastic properties.
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Deep Learning for Full-Event Reconstruction in
Imaging Atmospheric Cherenkov Telescopes: A

Transfer Learning Approach with CTLearn

Arrays of imaging atmospheric Cherenkov telescopes (IACTs) are exceptional instruments for
probing the very-high-energy gamma-ray sky. These telescopes focus Cherenkov light, emitted
from air showers initiated by very-high-energy gamma rays and cosmic rays, onto the camera
plane. A high-speed camera then digitizes the longitudinal development of the air shower, cap-
turing its spatial, temporal, and calorimetric information. From these images, the properties of
the primary very-high-energy particle that initiated the air shower can be inferred: the primary
particle can be classified as either a gamma ray or a cosmic ray, and its energy and incoming direc-
tion can be estimated. This process, known as full-event reconstruction, is essential for the array’s
sensitivity to gamma rays and can be enhanced using machine learning techniques. We present
a deep-learning-driven full-event reconstruction approach applied to IACT events, where transfer
learning is explored as a strategy to reduce the computational demands inherent to the technique.
For this purpose, we use simulated data from the Large-Sized Telescope 1 of the Cherenkov Tele-
scope Array Observatory and CTLearn. CTLearn is an open-source Python package that provides
a backend for training deep-learning models for the reconstruction of IACT events using Tensor-
Flow.
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Accelerating Femtoscopic Studies with Machine
Learning for Source Function Modeling

Femtoscopy probes the strong interaction between hadrons via two-particle correlation functions.
The ALICE collaboration has recently measured these functions with unprecedented precision, in-
cluding those involving strange (Λ, Ξ, Ω) and charm (D±) quarks. Extracting the final-state interac-
tions requires solving the Schrödinger equation, with the accurate modeling of the source function
—describing particles’relative emission distances—posing a key challenge. Advanced models like
CECA (Common Emission in CATS) improve our understanding of emission processes but are
computationally intensive, limiting simultaneous fits. For the first time, we propose leveraging
machine learning (ML) to model the source. The ML model will emulate CECA, providing fast,
accurate source modeling and efficient computation of correlation functions, by significantly ex-
pediting the analysis of correlation data.
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Large Physics Models: Towards a collaborative
approach with Large Language Models and

Foundation Models

This work explores ideas and provides a potential roadmap for the development and evaluation of
physics-specific large-scale AI models, which we call Large Physics Models (LPMs). These models,
based on foundation models such as Large Language Models (LLMs) - trained on broad data - are
tailored to address the demands of physics research. LPMs can function independently or as part
of an integrated framework. This framework can incorporate specialized tools, including symbolic
reasoning modules for mathematical manipulations, frameworks to analyse specific experimental
and simulated data, and mechanisms for synthesizing theories and scientific literature. We begin
by examining whether the physics community should actively develop and refine dedicated mod-
els, rather than relying solely on commercial LLMs. We then outline how LPMs can be realized
through interdisciplinary collaboration among experts in physics, computer science, and philoso-
phy of science. To integrate these models effectively, we identify three key pillars: Development,
Evaluation, and Philosophical Reflection. Development focuses on constructing models capable
of processing physics texts, mathematical formulations, and diverse physical data. Evaluation
assesses accuracy and reliability by testing and benchmarking. Finally, Philosophical Reflection
encompasses the analysis of broader implications of LLMs in physics, including their potential to
generate new scientific understanding and what novel collaboration dynamics might arise in re-
search. Inspired by the organizational structure of experimental collaborations in particle physics,
we propose a similarly interdisciplinary and collaborative approach to building and refining Large
Physics Models. This roadmap provides specific objectives, defines pathways to achieve them, and
identifies challenges that must be addressed to realise physics-specific large scale AI models.
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The dangers of learning structured data with
Normalising Flows: the dense matter equation of

state

We discuss data compression methods and evidence of learned structure in using Normalising
Flows to perform the conditional mapping of nuclear equation of state data given observed pa-
rameters from gravitational wave signals of binary neutron star mergers. We use a convolutional
autoencoder to compress unified high density equations of state - including data from the neutron
star crust - to a lower dimensional latent representation, preserving unique features of the individ-
ual equations of state. We find that the Normalising Flow shows evidence of learning underlying
structure of high density phenomenological equations of state but struggles to interpolate between
training samples regardless of Flow architecture. To address this issue, we present an additional
Normalising Flow method to augment data during training, mitigating inherent grid-like structure
and alleviating cost associated with traditionally expensive equation of state data generation. This
work promotes the rapid inference of the neutron star equation of state from multiple gravitational
wave events. This is especially important for next generation ground based detectors where neu-
tron star merger events are expected to be frequent and the assumption of a unique fixed crust is
no longer valid.
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TrackFormers Part 2: Enhanced Transformer-Based
Models for High-Energy Physics Track

Reconstruction

High-Energy Physics experiments are rapidly escalating in generated data volume, a trend that
will intensify with the upcoming High-Luminosity LHC upgrade. This surge in data necessitates
critical revisions across the data processing pipeline, with particle track reconstruction being a
prime candidate for improvement. In our previous work, we introduced “TrackFormers”, a col-
lection of Transformer-based one-shot encoder-only models that effectively associate hits with
expected tracks. In this study, we extend our earlier efforts by incorporating loss functions that
account for inter-hit correlations, conducting detailed investigations into (various) Transformer
attention mechanisms, and a study on the reconstruction of higher-level objects. Furthermore we
discuss new datasets that allow the training on hit level for a range of physics processes. These
developments collectively aim to boost both the accuracy, and potentially the efficiency of our
tracking models, offering a robust solution to meet the demands of next-generation high-energy
physics experiments.
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Agent-based code generation for the Gammapy
framework

Software code generation using Large Language Models (LLMs) is one the most successful appli-
cation of the modern AI. Foundational models are very efficient when applied to popular frame-
works and libraries, which benefit from documentation, code examples, and strong community
support. However, many specialized scientific libraries lack these resources and often have unsta-
ble programming interfaces under active development, making it challenging for models trained
on limited or outdated data. In this work, we address these issues for the Gammapy library by
developing an agent capable of writing, executing, and validating code in a specialized environ-
ment. We present a web-based demo that has been tested with early users to gather feedback. This
contribution outlines our progress, describes our approach, and discusses our future plans
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RoBiTE: A Foundation Model for Irregular and
Sparse Time-Series Analysis

Analyzing irregular and sparse time-series is a widespread problem in fundamental physics, as-
tronomy, climate science and many other fields. This talk presents the Rotary Bidirectional Trans-
former Encoder (RoBiTE), a novel Transformer-based architecture for multi-dimensional irregular
time-series and sparse data, designed as a foundation model for general time-series interpolation
and object classification. Our method consists of a pre-training phase, where the model is trained
on interpolation, and a subsequent fine-tuning phase where the learned representation is adapted
to down-stream tasks, such as classification. We highlight the performance of our algorithm on a
wide variety of physics datasets including the Photometric LSST Astronomical Time-Series Clas-
sification Challenge (PLAsTiCC) and simulated recoil events in a liquid xenon time projection
chamber for direct dark matter detection. We compare our method to other popular models for
irregular time-series such as S5 and RoFormer, showing that our approach can out-compete the
current state-of-the-art.

AI keywords

transformer, irregular time-series, sparse data

Primary author: ZIVANOVIC, Uros (University of Trieste)

Co-authors: SCAFFIDI, Andre (SISSA); Mr DE LOS RIOS, Martin (SISSA); TROTTA, Roberto (SISSA,
Italy)

Presenter: ZIVANOVIC, Uros (University of Trieste)

Track Classification: Inference & Uncertainty

April 5, 2025 Page 176



EuCAIFCon 2025 / Report of Contributions Event Tokenization and Next- …

Contribution ID: 177 Type: Poster + Flashtalk

Event Tokenization and Next-Token Prediction for
Anomaly Detection at the LHC

Advances in Machine Learning, particularly Large Language Models (LLMs), enable more effi-
cient interaction with complex datasets through tokenization and next-token prediction strate-
gies. This talk presents and compares various approaches to structuring particle physics data as
token sequences, allowing LLM-inspired models to learn event distributions and detect anoma-
lies via next-token (or masked token) prediction. Trained only on background events, the model
reconstructs expected physics processes. At inference, both background and signal events are
processed, with reconstruction scores identifying deviations from learned patterns—flagging po-
tential anomalies. This event tokenization strategy not only enables anomaly detection but also
represents a potential new approach for training a foundation model at the LHC. The method is
tested on simulated proton-proton collision data from the Dark Machines Collaboration and ap-
plied to a four-top-quark search, replicating ATLAS conditions during LHC Run 2 (

√
s = 13 TeV).

Results are compared with other anomaly detection strategies.
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GPU Accelerated Nested Sampling

Nested Sampling is a Monte Carlo method that performs parameter estimation and model compari-
son robustly for a variety of high dimension and complicated distributions. It has seen widespread
usage in the physical sciences, however in recent years increasingly it is viewed as part of a legacy
code base, with GPU native paradigms such as neural simulation based inference coming to the
fore. In this work we demonstrate that we can effectively reformulate Nested Sampling to a form
that is highly amenable to modern GPU hardware, taking unique advantage of vectorization oppor-
tunities to accelerate numerical inference to state of the art levels. We provide a public implemen-
tation of this code, and in this contribution will explore its application to a number of inference
problems such as Gravitational Wave parameter estimation and CMB cosmology.
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Open-source, Cross-detector Comparisons for
Machine Learning Reconstructions in Neutrino

Telescopes

There are currently many Cherenkov neutrino telescopes being deployed and designed across the
world. These detectors are exploring new optical sensors and geometric configurations to maxi-
mize their physics goals. Alongside detector R&D, machine learning (ML) has become established
as a promising avenue for reconstructions in these detectors; however, there has not been a consis-
tent comparison of the performance of these proposed detector geometries or existing ML-based
reconstruction methods. This contribution presents a recent effort to simulate geometries com-
parable to existing and proposed telescopes using Prometheus, an open-source simulation library.
On these datasets, we compare reconstruction performance for ML-based techniques using the
open-source GraphNeT ML library. We will present the simulation sets and relative performance
of each geometry across several reconstructed quantities, and summarize what this can teach us
about detector design and ML-based reconstruction methods.
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Foundation models for black holes

Black holes represent some of the most extreme environments in the universe, spanning vast
ranges in mass, size, and energy output. Observations from the Event Horizon Telescope (EHT)
have provided an unprecedented opportunity to directly image black holes, with future plans aim-
ing to create time-resolved movies of their evolution. To fully leverage these observations, we need
theoretical models that can interpret them with high fidelity and within practical time constraints.
General Relativistic MagnetoHydroDynamic (GRMHD) simulations are the primary tool for mod-
eling the plasma dynamics around accreting black holes. While these simulations provide de-
tailed insights into accretion flows and jet formation, their extreme computational cost limits
the range of black hole parameters that can be explored. In particular, variations in black hole
spin and grid configurations require costly re-simulations, making it infeasible to construct fully
comprehensive theoretical predictions. Within the ERC-funded Synergy project Blackholistic,
we address this challenge by integrating advanced numerical simulations with cutting-edge deep
learning techniques. Drawing inspiration from successful applications in atmospheric simulations
(https://arxiv.org/abs/2405.13063), our approach aims to leverage foundation models to learn the
underlying flow dynamics of accreting black hole systems, enabling rapid interpolation across sim-
ulation data. We currently base our foundation model on Universal Physics Transformers (UPTs),
a type of neural operator using a uniform learning paradigm for a wide range of spatio-temporal
problems where they have been shown to be applicable and well-performing (https://arxiv.org/abs/2402.12365).
By extending UPT architectures to curved spacetime, our framework promises a paradigm shift in
GRMHD modeling, offering potential speedups of several orders of magnitude in computational ef-
ficiency while enhancing model flexibility and accuracy. Preliminary tests with transformer archi-
tectures have yielded encouraging results, and ongoing efforts are focused on scaling up model ar-
chitectures, expanding training datasets, and harnessing increased computational resources. This
work paves the way for real-time analysis and interpretation of observational data, marking a sig-
nificant advance in the fusion of artificial intelligence with fundamental astrophysical research.
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Unsupervised Machine Learning for Anomaly
Detection in LHC Collider Searches

Searches for new physics at the LHC traditionally use advanced simulations to model Standard
Model (SM) processes in high-energy collisions. These are then compared with predictions from
new-physics theories like dark matter and supersymmetry. However, despite extensive research,
no definitive signs of physics beyond the Standard Model (BSM) have been found since the Higgs
boson’s discovery.
This lack of direct discoveries has motivated the development of model-independent approaches to
complement existing hypothesis-driven analyses. Unsupervised machine learning offers a novel
paradigm for collider searches, enabling the identification of anomalous events without assuming
a specific new-physics model or prior theoretical expectations.
Anomaly detection has become an area of increasing interest in the high-energy physics (HEP)
community 1. Machine learning techniques provide a powerful framework for identifying events
in data that deviate significantly from the expected background-only hypothesis. Unlike tradi-
tional supervised classification methods, which require labeled datasets where each event is as-
signed a known category (signal or background), anomaly detection methods operate in an unsu-
pervised or weakly supervised manner. This allows them to learn from unlabeled data and detect
deviations indicative of potential new physics.
A significant breakthrough in fully unsupervised machine learning has been reported by the AT-
LAS collaboration [2], where a Variational Recurrent Neural Network (VRNN) was trained directly
on recorded jet data. This method establishes an anomaly detection signal region (SR) by selecting
the hypothesized X particle based purely on its structural incompatibility with background jets.
Starting from the seminal work reported by the ATLAS collaboration 1 we will review the latest
efforts in anomaly detection in fully hadronic final state within the ATLAS collaboration. Two
main AD techniques will be discussed: Deep Transformer and Graph Anomaly Detection (EGAT,
GIN). First results obtained with the LHC Olympics dataset are reported, along with their initial
applications to search for high mass diboson resonances in fully hadronic final states using √s =
13 TeV pp collisions with the ATLAS detector.
1 The LHC Olympics 2020 a community challenge for anomaly detection in high energy physics,
Rep. Prog. Phys. 84 (2021) 124201
[2] Phys. Rev. D 108 (2023) 052009
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ExpertSim: Fast Particle Detector Simulation Using
Mixture of Experts for Generative Models

High-energy physics experiments at the Large Hadron Collider (LHC) at CERN rely on simula-
tions to model particle interactions and understand experimental data. These simulations, crucial
for reconstructing collision events, are traditionally performed using Monte Carlo-based methods,
which are highly computationally demanding. With hundreds of thousands of CPU cores dedi-
cated to these tasks annually, the need for more efficient, high-fidelity alternatives is pressing.

Recently, generative deep learning models have emerged as a promising solution, offering faster
synthetic data generation. However, applying standard generative architectures to calorimeter
simulations remains challenging due to the complex and multi-modal nature of detector responses.
Different particles produce diverse energy deposition patterns, making it difficult for a single model
to capture the full variability without sacrificing accuracy.

In our work, we focus on simulating the Zero Degree Calorimeter (ZDC) in the ALICE experiment
at CERN, which plays a critical role in measuring the energy of non-interacting nucleons in heavy-
ion collisions. The ZDC responses fall into multiple distinct categories, corresponding to different
types of particle interactions and energy depositions. Attempting to model all of these variations
with a single generative network leads to trade-offs between fidelity and efficiency, as a single
model lacks the capacity to fully represent the complex, structured nature of the data distribution.

To overcome these limitations, we propose ExpertSim, a novel Mixture-of-Generative-Experts
(MoE) architecture designed specifically for ZDC simulation. Instead of relying on a single gener-
ative model, ExpertSim employs multiple specialized experts, each trained to simulate a specific
subset of the data distribution. A router network dynamically assigns incoming particle events to
the most appropriate expert based on their physical properties, ensuring that each expert is spe-
cialized in a particular response pattern. This division of tasks improves the overall fidelity of the
simulation while maintaining computational efficiency.

A key component of our approach is the Expert Differentiation Loss, which ensures that each
expert specializes in a distinct subset of the data rather than redundantly modeling overlapping
distributions. This loss function penalizes similarity between experts by encouraging diversity in
their generated outputs. By explicitly maximizing the difference between experts’ mean energy
intensities, Expert Differentiation Loss forces the model to partition the data more effectively,
leading to clearer specialization and higher-quality generated responses.

In addition to the expert-based architecture, ExpertSim incorporates diversity regularization, in-
tensity constraints, and an auxiliary regressor, which enhance the accuracy of the generated re-
sponses. The diversity regularization mitigates GAN mode collapse by encouraging variation in
generated samples, while the intensity regularization ensures that the total deposited energy aligns
with real detector signals. Furthermore, the auxiliary regressor aids in learning spatial correlations
in energy deposition, improving the geometric consistency of the simulations.

Through extensive experiments, we demonstrate that ExpertSim outperforms existing generative
models on the task of simulating the response of the ZDC. Our model achieves a 15% reduction
in Wasserstein distance between the distribution of real and generated data compared to prior
methods while preserving the significant computational speedup that generative models offer over
Monte Carlo-based approaches.
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Machine Learning for \(K^0\) Event Reconstruction
in the LHCf Experiment

The LHCf experiment aims to study forward neutral particle production at the LHC, providing
crucial data for improving hadronic interaction models used in cosmic ray physics. A key challenge
in this context is the reconstruction of events containing \(K^0\) mesons, which often involve
multiple calorimetric hits.

To address this, we developed a machine learning pipeline that employs multiple neural networks
to classify and reconstruct such events. The pipeline consists of four stages: (1) event selection,
determining whether an event contains four particles, (2) photon/neutron discrimination, (3) event
tagging into four specific topologies based on the distribution of photons between the two calorime-
ter towers, and (4) position and energy regression for each detected photon.

The model takes as input the energy deposits recorded by the two calorimetric towers of ARM2
and the energy deposits in the four pairs of silicon detectors oriented along the x and y axes.
The network architecture is designed to process these heterogeneous data sources, allowing for
a precise reconstruction of the event topology. Preliminary results, obtained with a dataset of
10k simulated events, show that the classification networks reach over 80% accuracy in selecting
relevant events and distinguishing photon/neutron interactions. These promising results highlight
the potential of deep learning techniques in enhancing event reconstruction at LHCf and lay the
groundwork for further improvements with larger datasets and refined models.
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Point-cloud based diffusion model for hadronic
showers

Simulating showers of particles in highly-granular detectors is a key frontier in the application
of machine learning to particle physics. Achieving high accuracy and speed with generative ma-
chine learning models can enable them to augment traditional simulations and alleviate a major
computing constraint.
Recent developments have shown how diffusion based generative shower simulation approach
that do not rely on a fixed structure, but instead generates geometry-independent point clouds,
are very efficient. We present a novel transformer-based architecture as an extension to the Calo-
Clouds 2 architecture that was previously used for simulating electromagnetic showers in the
highly granular electromagnetic calorimeter of ILD. The attention mechanism allows to generate
complex hadronic showers from pions with more pronounced substructure in the electromagnetic
and hadronic calorimeter together. This is the first time that ML methods are used to generate
hadronic showers in highly granular imaging calorimeters.
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A neural likelihood estimator for fast evidence
computation

The computational costs of gravitational wave inference is expected to exponentially rise with the
next generation of detectors: both the complexity and the amount of data itself will be much higher,
requiring a complete rethinking of current parameter estimation methods to produce accurate
science without prohibitive resources usage.
This work will present a novel way of dramatically reducing the computational costs of Markov-
chain-monte-Carlo algorithms by approximating the analytical Bayesian likelihood with a Neural
likelihood estimator. This method obtains compatible posteriors and returns the correct Bayesian
evidence, requiring only a fraction of waveforms computations compared to standard methods.
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End-to-end Sinkhorn AutoEncoder Latent Diffusion
Model for Fast Particle Physics Simulation

Simulations play a crucial role in understanding the complex dynamics of particle collisions at
CERN’s Large Hadron Collider (LHC). Traditionally, Monte Carlo-based simulations have been
the primary tool for modeling these interactions, but their high computational cost presents sig-
nificant challenges. Recently, generative machine learning models have emerged as an efficient
alternative, offering the potential to drastically reduce simulation time while maintaining physi-
cal accuracy. Among these, diffusion models have demonstrated state-of-the-art performance in
particle simulations, inspired by their success in computer vision. However, despite their fidelity,
standard diffusion models suffer from prohibitively long generation times, limiting their practical-
ity for High Energy Physics (HEP) applications.

To address this limitation, we turn to latent diffusion models, which accelerate generation by oper-
ating within a learned latent space rather than directly in pixel space. These models leverage pow-
erful vision-based autoencoders to compress data, enabling significantly faster sampling without
sacrificing quality. However, conventional latent diffusion models, such as Variational AutoEn-
coders (VAEs), impose arbitrary regularization constraints on the latent space—typically enforc-
ing a Gaussian prior using KL-divergence. While suitable for standard computer vision tasks, such
constraints can limit expressivity and accuracy when modeling complex HEP data distributions.

In this work, we propose a Sinkhorn-AutoEncoder Latent Diffusion Model (SAE-LDM), which
improves upon traditional latent diffusion models by leveraging an end-to-end Sinkhorn AutoEn-
coder (SAE). Instead of imposing a predefined latent structure via KL-divergence, SAE directly min-
imizes the Wasserstein Distance between the encoded data distribution and a learned prior. This
approach allows the model to better capture intricate data patterns without requiring a reparame-
terization trick, making it particularly well-suited for HEP simulations. By running the diffusion
process within the SAE latent space, we ensure both efficient generation and high-fidelity recon-
structions. Moreover, our framework jointly optimizes both the autoencoder and diffusion model
using the Sinkhorn algorithm, leading to a more structured and expressive latent representation.

We evaluate our method on the task of simulating the response of the neutron Zero Degree Calorime-
ter (ZDC) in the ALICE experiment at CERN. Our model achieves a 50× speedup in generation time
compared to Monte Carlo-based simulations, being orders of magnitude faster than pixel-space
diffusion models and achieving inference speed comparable to Generative Adversarial Networks
(GANs). At the same time, our approach achieves the highest simulation fidelity among all evalu-
ated generative models on this task.
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The future of cosmological inference

In this talk I will introduce a new paradigm for cosmological inference, enabled by recent advances
in machine learning and its underlying technology. By combining emulation, differentiable and
probabilistic programming, scalable gradient-based sampling, and decoupled Bayesian model selec-
tion, this framework scales to extremely high-dimensional parameter spaces and enables complete
Bayesian analyses—encompassing both parameter estimation and model selection—in a fraction
of the time required by conventional approaches. I will demonstrate its application to various
Stage IV cosmological survey configurations, tackling parameter spaces of approximately 150 di-
mensions that are inaccessible to standard techniques. I will also show how this framework can
be used to test competing gravity theories. Finally, I will illustrate how a field-level analysis of
Euclid cosmic shear data could definitively confirm or refute the recent DESI results pointing to
dynamical dark energy.

AI keywords

simulation-based inference, surrogate modelling, hardware acceleration, differentiable program-
ming, probabilistic programming

Primary author: SPURIO MANCINI, Alessio

Presenter: SPURIO MANCINI, Alessio

Track Classification: Simulations & Generative Models

April 5, 2025 Page 190



EuCAIFCon 2025 / Report of Contributions A Universal Prior for Galaxy Morp …

Contribution ID: 188 Type: Parallel talk

A Universal Prior for Galaxy Morphologies: Building
a Diffusion Model from All the Observations

A major challenge in both simulation and inference within astrophysics is the lack of a reliable
prior model for galaxy morphology. Existing galaxy catalogs are heterogeneous and provide an im-
pure representation of underlying galaxy structures due to instrument noise, blending, and other
observational limitations. Consequently, priors on galaxy morphology typically rely on either
simplistic analytic models or more complex models trained on a limited subset of high-resolution
observations. Building on previous work that leverages diffusion models to learn priors from in-
complete data, we extend this framework to jointly learn two priors: one for uncorrelated light
along random sightlines and another for light associated with galaxies. This approach enables us
to learn a cleaner prior on galaxy morphology and to sample from the deblended posterior of an
observation. We demonstrate our method’s ability to robustly infer both distributions through
empirical validation. We apply our framework to build a galaxy morphology prior using images
from both the Legacy Survey and the HST COSMOS catalog, showcasing its adaptability across
heterogeneous datasets. Finally, we illustrate the power of this learned prior for simulation-based
inference by using it to significantly tighten dark matter constraints derived from strong gravita-
tional lensing observations. Our results highlight the potential of data-driven priors to improve
astrophysical modeling and inference in the era of large-scale sky surveys.
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Machine Learning-Driven Anomaly Detection in
Dijet Events with ATLAS

This contribution discusses an anomaly detection search for narrow-width resonances beyond the
Standard Model that decay into a pair of jets. Using 139 fb−1 of proton-proton collision data at
sqrt(s) = 13 TeV, recorded from 2015 to 2018 with the ATLAS detector at the Large Hadron Col-
lider, we aim to identify new physics without relying on a specific signal model. The analysis
employs two machine learning strategies to estimate the background in different signal regions,
with weakly supervised classifiers trained to differentiate this background estimate from actual
data. We focus on high transverse momentum jets reconstructed as large-radius jets, using their
mass and substructure as classifier inputs. After a classifier-based selection, we analyze the invari-
ant mass distribution of the jet pairs for potential local excesses. Our model-independent results
indicate no significant local excesses and we inject a representative set of signal models into the
data to evaluate the sensitivity of our methods. This contribution discusses the used methods and
latest results and highlights the potential of machine learning in enhancing the search for new
physics in fundamental particle interactions.
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Autoencoder-based time series anomaly detection
for ATLAS Liquid Argon calorimeter data quality

monitoring

The ATLAS detector at the LHC has comprehensive data quality monitoring procedures for ensur-
ing high quality physics analysis data. This contribution introduces a long short-term memory
(LSTM) autoencoder-based algorithm designed to identify detector anomalies in ATLAS liquid ar-
gon calorimeter data. The data is represented as a multidimensional time series, corresponding to
statistical moments of energy cluster properties. The model is trained in an unsupervised fashion
on good-quality data and is evaluated to detect anomalous intervals of data-taking. The liquid ar-
gon noise burst phenomenon is used to validate the approach. The potential of applying such an
algorithm to detect arbitrary transient calorimeter detector issues is discussed.
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Predicting the trainability of deep neural networks
with reconstruction entropy

An important challenge in machine learning is to predict the initial conditions under which a
given neural network will be trainable. We present a method for predicting the trainable regime in
parameter space for deep feedforward neural networks (DNNs) based on reconstructing the input
from subsequent activation layers via a cascade of single-layer auxiliary networks. We show that
a single epoch of training of the shallow cascade networks is sufficient to predict the trainability
of the deep feedforward network on a range of datasets (MNIST, CIFAR10, FashionMNIST, and
white noise), thereby providing a significant reduction in overall training time. We achieve this by
computing the relative entropy between reconstructed images and the original inputs, and show
that this probe of information loss is sensitive to the phase behaviour of the network. We further
demonstrate that this method generalizes to residual neural networks (ResNets) and convolutional
neural networks (CNNs). Moreover, our method illustrates the network’s decision making process
by displaying the changes performed on the input data at each layer, which we demonstrate for
both a DNN trained on MNIST and the vgg16 CNN trained on the ImageNet dataset. Our results
provide a technique for significantly accelerating the training of large neural networks.
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