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Sources: me & ATLAS experiment Instagram page EuCAIFCon 2025



I D E A :
Build the 
encoder 
part of a 
simple LLM-
like model 

Use it to separate 
background from 
signal and more 
generally for 
anomaly detection

11/19

Learn distribution 

of background 

data

R Modified from 
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• Train our LLM-like model to reconstruct a 

masked particle (from an event) -like BERT

• We train only on background events

• At inference, gives both signal and 

background data to get an anomaly score 

• Model is able to reconstruct the masked 

particle of background events and it 

should struggle to reconstruct the masked 

particle of other events 

• Use this anomaly score 

on real data 
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Have to try and evaluate 
different tokenization strategy



Tokenization strategies

• 6 different tokenization for 4-VECT          

→ with/without MET, METphi included in the 

event

• different numbers of bins for MET, METphi

• VQ-VAE

A colleague 
focuses on that 

part.
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N O W  I F  YO U  
W A N T TO  K N O W  

T H E  A C T UA L 
R E S U LT S , YO U  
K N O W  W H AT 

YO U  H AV E  TO  
D O !

C o m e  
c h e c k  o u t  
m y  p o s t e r !
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