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To what extent can we trust Generative AI?

Generative models can interpolate complex distributions, but in low-
statistics regions they may be less precise, so estimating shape 

uncertainty is essential for robust use.

→ Model uncertainties to ensure robust anomaly detection 
in data-limited scenarios
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Why do we need better background models? 

LHC searches for BSM physics often target rare-event, tails of 
distributions where tight selection cuts reduce background statistics, 

making MC simulations too computational expensive for reliable 
background modeling, necessary for anomaly detection.

→ Generative data-driven models
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RESULTS

Coverage at ~68%
for 100k target and 

20k generated events 

NPLM fit over marginals
→ detected distortion within 

 1σ uncertainty bands 

Asymptotic Z-scores:
• Ensemble: Z = 1.9 ± 0.2
• fi : Z = 7.8 ± 0.1
→ ensemble improves    

accuracy 
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