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Open Framework for Synthetic
Fraud Datasets via Generative AI
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Open Framework for Synthetic
Fraud Dtasesaeneale Al

Micol Olocco (TU Domund) P1erre F111e (IBM France Lab Scl)
micol.olocco@cern.ch, FEILLET @fr.ibm.com

. (D Pierre Feillet @ . 1° Llnkedﬂﬂ
o The SMARTHEP Network IS a European research 3 Artificial Ir.1t.elligence Architect for Digital Automation at IBM. Chief A...

3m - Modificato - @

pI‘Oj eCt funded by the European CommiSSiOn, fOCHSGd IBM France Lab had the pleasure of welcoming Micol Olocco for her PhD
on applying real-time analysis to particle physics  secondmentas partof the European SMARTHEP project. https:/

www.smarthep.org/ project initiative focuses on applying machine

and broader induStry Challenges, learning to High Energy Physics and business challenges. Micol's

secondment at IBM France Lab aimed to bridge research between
anomaly detection in particle physics collisions and industrial use cases.

. . IBM's involvement is driven by the ambition to explore innovative
¢ SMARTHEP recelved fundlng frOm the European techniques for fraud detection in business applications.
Union’s Horizon 2020 research and innovation

programme under Grant Agreement n. 956086 SMART Cg' ) -

MARIE CURIE ACTIONS

Micol Olocco EuCAIF Conference Cagliari 15-19 Sep 2025

2
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ﬁ from Industrial Secondment at IBM

Micol Olocco (TU Dortmund), Pierre Feillet (IBM France Lab Saclay) —8%g,sit 2
micol.olocco@cern.ch, FEILLET @fr.ibm.com i 2

Data scarcity Dataset control

Why a Synthetic Dataset? Sensitive data

Simulation control
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Insights from Industrial Secet at T \

Micol Olocco (TU Dortmund), Pierre Feillet (IBM France Lab Saclay) —8%g,sit 2
micol.olocco@cern.ch, FEILLET @fr.ibm.com s S

Data scarcity Dataset control

Why a Synthetic Dataset? Sensitive data

Simulation control

Creativity
Why Generative Al (Sp@CifiCﬂlly LLIVIS)‘p No domain_expertise

Chain-of-thoughts It’s cool!
Scalability
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The Simulation Framework

e Build a bank transaction (activity) log

—> Predict the next most probable activity

Model a huge and sparse

Bank activity sequence = Markov Chain 0 .
transition matrix

Query the LLM to get the next most probable activity based on a user past history

;,i'/w-at :y; ﬁ O"ama
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Open Framework for Synthetic
Fraud Datasets via Generative Al

== For each task, its LLM -

5 Insights from Industrial Secondment at IBM
‘i: Micol Olocco (TU Dortmund), Pierre Feillet (IBM France Lab Saclay)
== micol.olocco@cern.ch, FEILLET @fr.ibm.com
Motivations The Simulation Framework

Why an open-source synthetic dataset? The Strategist LLM

- Data scarcity - Sensitive data - Flexibility o Task: Produce the behavioural pattern of

- Why Large Language Models (LLMs)? common legitimate and fraudulent profiles
. 00 L » Traditional approaches treat a sequence of activities  (e.g. everyday spender, traveller, identity
The S trategISt LLM Meta The Agent LLM Mistral Large as a Markov Chain, implying a huge and sparse  theft, moneylaundering).

activity transition matri)f.. o e Result: Catalogue with specifications
TASK: produce a “strategy” for different legitimate and TASK: Given the user profile described by the strategy sHlceasrepiaceiie Pr‘;zab‘(lllty llnamx Wﬂ;lan LIaM . defining each “strategy”, including: number of
fraudulent behaviors (ex: everyday spender, traveller / and the relative account history, predict the next most ' Ex(;;;its ereqmre oS s Rt accountiim‘g.)lze.%’ ttl.m © l;etwee;.t ransacum:s’
. . . .. . s — o geographic distribution, transaction amounts,
identity theft, money laundering..) probable activity/chain of activities. » Exploit LLM creativity to generate new fraud  requirement for hijacking, common devices,

patterns, possibly. network types, recipients, and more.

RESULT: behavior catalogue with specifications about RESULT: predicted activity with associated type, » Provide fraud interpretability by analysing the LLM

. e LLM requirements: Creative, discursive,
number of accounts, time between transactions, time, geographical location, amount etc chain-of-thought. capable of chain-of-thought reasoning.

gc.e.ogra.lphy distribution,.amounts involved, if it.in.volves Fallback svstems e Chosen Model: llama-3-405b-instructor,

hijacking, common devices, network types, recipients etc ; '
J & typ P To handle incorrect output generation: served via IBM Watsonx.ai

. . B Deepseek-rl:7b | Mistral:7b
LLM REQUIREMENTS: creative and discursive, LLM REQUIREMENTS: concise, good at JSON e | I g Response Time |57 mimutes |1 ominutes
chain-of-thoughts structuring, good balance between creativity and Eventually, reject the generated sequence and create a | Min Response Time |48 seconds 18 secondes
adherence to prompt new one. Max Response Time |28.3 minutes  |2.2 minutes
e Adaptive Learning: Reinforce the prompt with |Failure rate ~40% ~10%

paSt €ITOorS. Preliminary performance study for strategy generation. Deepseek-r1:7b
e Self-correcting system via LLMs: Generated }’fcmg““ el o RO G AU s

sequences are validated and eventually corrected by

lightweight LLMs. This approach recovers invalid The Agent LLM =} Ollama =3

outputs, reducing overall operational costs. ) .
tp 5 P e Task: Given a behavioural strategy

: | Valid sequence of :
E— (generated by the Strategist LLM) and a

MODEL: 11ama-3-405b-instructor MODEL:mistral-large

. . . - Ageat LIM ostpet (st ) Failed check o user’s prior activity history, predict the next
- Corrector LLM output (>1 iter) s most probable activity/chain of activities.
® F 011 OW up 1 n t() m O rrOW S p O St e r S e S S 1 O n m s e Result: Set of structured activities, each

based on the falled checks

with specifications such as type, timestamp,

for more details and discussions about geographical loation, amount, and_other

contextual attributes. The dataset is
e Simulate realistic insider threats and social constructed by aggregating the predicted

h OW We Can u S e LLM S in H E P ! gngineering (e.g. phishing, impersonation) to test and activities.

improve LHC cybersecurity defences. . .
« LLM requirements: Concise output,

strong JSON structuring, balanced creativity
with adherence to prompt.

e Simulate user behaviour across computing and
storage systems to predict peak loads and optimise
resource allocation and scheduling.

e LLMs can help translate complex or ML-based trigger ° Chosen MOdf’l: mistral-large, served via
logic into human-readable explanations, supporting IBM Watsonx.ai
debugging and interpretability. smaericr [l s sl s o qrals g, ol Moy MG TR s

under Grant Agreement n. 956086




