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Digital Twins, today's buzzword

A digital twin is a virtual representation of an object or system
designed to reflect a physical object accurately. It spans the
object's lifecycle, is updated from real-time data and uses
simulation, machine learning and reasoning to help make
decisions.
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https://www.ibm.com/topics/what-is-a-digital-twin

1960s: Digital Twins, a rather old buzzword
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The First Digital Twin: Apollo 13

—

e - e g?;’ 5 Image A (8500) Image B (Stacked 16mm) Image C (8464)

....

* 15 simulators were used to train astronauts and mission controllers

 Simulator = digital twin?
* Adapted to match conditions of actual spacecraft
* High fidelity model used to explore solutions and predict results

. Y 4

(05} .November 2021 . B. Danette Allen

From NASA


https://ntrs.nasa.gov/citations/20210023699

1991.: digital worlds

O "' THE DAY SOFTWARE PUTS THE UNI-
VERSE IN A SHOEBOX..HOW IT WILL

HAPPEN AND WHAT IT WILL MEAN

] david gelernter
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1993: "Digital twin"

Figure 4. Single frame along animation path
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https://www.researchgate.net/publication/275713871_Application_of_Digital_3D_Models_on_Urban_Planing_and_Highway_Desing

In HEP, people use it as a quasi-synonim of "simulation”

DIGITAL TWIN

YOU KEEP USING THAT WORD, 1 DO NOT
_THINK IT MEANS WHAT YOU THINK IT MEANS



https://www.hardyards.com/blog/2022/7/12/what-is-a-digital-twin-how-long-is-a-piece-of-rope#gsc.tab=0

...except maybe the virtuous collider community
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Figure 1: Overview of current PID-GMPS control system.
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https://arxiv.org/abs/2105.12847

A Digital twin is not just a simulation!

A digital twin is a virtual representation of an object or system
designed to reflect a physical object accurately. It spans the
object's lifecycle, is updated from real-time data and uses
simulation, machine learning and reasoning to help make
decisions.
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To be honest, we kind of always did Digital Twins

¢ Although kind of the "poor man's" version of it

Tunes Extraction Procedure

o Tune once every data taking era or even less

o Monte Carlo for a given data taking era usually tuned on the

) : We use CDF data at \/Ez‘l .96 TeV and CMS data with \/§=7.1 3 TeV:
previous data taking era Y v
® charged particle and prsum densities in transMIN, transMax vS Prmax
o ® charged-particle multiplicity vs n direction
No real-time!!! N
l A < 60° IAdl <

Toward

Generate predictions points in

a grid parameter space . 1.
l 60° < IA¢| < 120° Transverse .~\ Transverse

= *s... 60° <|Ad)

Away O+ <120°

Tune data by minimizing

p) = Z W 2 f2(p) - R(b)* |Ag| < 120°
o A%

MPI modelling: The overlap between two protons modelled by a double-gaussian

Image from Vieri Candelise's talk on tunes Pietro Vischia - Digital Twins, Inductive Bias, and Equivariant Networks for CP at NPTwins2024 - 2024.12.17 --- 9/ 35
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Digital twins for HEP today and tomorrow

o Accelerator control: pretty natural use of digital twins (see e.g. 2105.12847)

Image from 2105.12847
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Figure 1: Overview of current PID-GMPS control system.
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Digital twins for HEP today and tomorrow

e Fast simulation, even when end-to-end or surrogates (e.g. FlashSim) are not digital twins

o They lack the realtime retuning feedback component

*r—>r FULLSIM
*—> FASTSIM

*r—>r FLASHSIM

T~

E‘:&ecnt GEN — SIM — DIGI — RECO — AOD — MINI — NANO
Real
Detector DATA — RECO — AOD — MINI — NANO
Event

Figure 1: A comparison between the steps of the various simulation frameworks in CMS.
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https://cds.cern.ch/record/2858890?ln=en

Digital twins for HEP: what is needed?

o / "Adigital twin is a virtual representation of an object or system designed to reflect a physical object accurately.”

e / "It spans the object’s lifecycle,”
e X "[supdated from real-time data"

e / "and uses simulation, machine learning and reasoning”

X "to help make decisions.”
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Real-time update

e "Updating"probably can be rephrased as building a full pipeline where the parameters of the simulation get updated

o Viagradient descent, or unsupervised methods (Bayesian optimization, reinforcement learning, etc.)
o Akin to the experiment design of MODE (see next talk by Tommaso)

e The more information you plug into the Al, the less it has to figure it out itself

o E.g.encode physical symmetries into the Al: inductive bias

Machine-learning Optimized Design of Experiments
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Towards real-time Monte Carlo tunes?

e Canwe parameterize our simulation in such a way that the whole simulation gets updated real-time while new data are taken?
e Typically the answer is "no" if we think of the usual stochastic Monte Carlos

e A generative surrogate may have the accuracy and speed needed to be subject to such an update
o Sample from surrogate
o Take data
o Update surrogate parameters based on the agreement between data and surrogate

o Sample from surrogate, rinse and repeat
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Bias: a blessing and a curse

¢ Inductive bias: a blessing

Image by himself


https://twitter.com/deanjnorris/status/488726797400281088

Symmetries in Al models
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Plug the physics into the Al: constraints
y = f(x,0)

e Encode physics knowledge (e.g. inconsistency of models) inside the loss function as a penalty term

J(w) = Loss(y,9) + Al|w|[3 + (9, @)

/ Physically Inconsistent
Physically Inconsistent . « Models

Models ~-_ . <k Truth T
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Plug the physics into the Al: network structure

e Equivariance under group transformation can e.g. enforced by convolutional layers

¢ Some implementations available in pytorch

Ty
LVl (Xl)

> LV1 (Xl)

¢ ¢
~ T/ ~

LVz (XQ) : ? LV2 (‘XZ)

Figure from 10.1109/TKDE.2017.2720168 Pietro Vischia - Digital Twins, Inductive Bias, and Equivariant Networks for CP at NPTwins2024 - 2024.12.17 --- 18 / 35



https://docs.dgl.ai/en/0.9.x/generated/dgl.nn.pytorch.conv.EGNNConv.html
https://doi.org/10.1109/TKDE.2017.2720168

Plug the physics into the Al: impose output
transformations

Phys. Rev. D 110,096023 (2024)

OPEN ACCESS

Equivariant neural networks for robust CP observables
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Where is new physics?

Not in resonances, at least so far
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SMEFT and CP Violation Phys. Rev.D 110, 096023
(2024)

e SMEFT: standard model extended by postulating high-
mass BSM particles 4

e 1350 CP-even operators, 1149 CP-odd operators Direct

production

SMEFT

Vi ’CSM+Z
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EFT Observables

e SM contribution: mostly CP-invariant

Pure BSM contribution: CP-invariant e.g. in top/Higgs sectors

SM-BSM interference: odd under CP tranformations

Sensitivity to the interference given only by CP-odd observables. LHC cross section program insensitive.

CP-odd observables are robust against signal mismodelling/background

SM contribution Pure BSM contribution
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Our Algorithm

Build 27 CP-invariant observables e Build 19 CP-odd observables

o discriminate between different SM backgrounds o discriminate between signal-like and interference-like

o discriminate between SM and quadratic terms or CP-even el el

contribution o discriminate between interference-like and other SM
backgrounds

e Obtain asingle CP-odd observable by fixingn; = 0and ny = 1 (can generalize to ny CP-invariant and ny CP-odd
components)

e Afunction f : D — Risodd under CP transformations if f(CP(event)) = — f(event)

e The most general function satisfying this is:

f(event) = g(event) — g(CP(event))

e We parameterize g using a neural network, training f to minimize a loss function
o A neural network is not strictly needed, can be any parametric function with enough capacity
e Space of input features is fully general

o Kinematics of set of particles, low- or high-level variables, particle set, graph network

o Can also add features for background discrimination
Pietro Vischia - Digital Twins, Inductive Bias, and Equivariant Networks for CP at NPTwins2024 - 2024.12.17 --- 23/ 35



Gutting the algo: the cost function

 Inductive bias (see the Machine Learning course!!) by learning the likelihood ratio
o Method inspired by the SALLY procedure (Brehmer et al.)

o Other loss functions can encode different properties (see recent example)

Weighted simulations: w(2) = wsar (2) + cWint (2) + Wouad(2)
o Weights are functions of parton level kinematics

Intractable likelihood ratio:

p(d7 Z‘Cl) _ WsM + CWint + C2'wquad

p(d,Z‘C: O) Wwsn

The likelihood score at the SM point will be a sufficient statistic for small values of ¢

o Inthe small-c regime, the linear component, describing the interference, is dominant

e Learnasurrogate model of the score

Wint (z) |2

Loss = wsar|f(d) — w5 (d)
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https://indico.cern.ch/event/1307446/sessions/550782/#20240827
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.121.111801
https://doi.org/10.1103/PhysRevD.109.076012

Use case: ttbar production

¢ Dileptonic final state

o Semileptonic difficult, need to estimate jet charge (BSc thesis of
Santiago Vila Dominguez)
g

e CP-violating chromoelectric dipole moment operator

gS}( toHy TAt)GA

€+
ve

e

o

CP

— - = R
— + — — mi
}AWM< :K p£ ’pe ’pjl’pjsz%nss * Dy =Dy s —Dins —Dj. s —DE ss
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Use case: ttbar production

e The score after the training is CP-odd!

[ T 7 \ ' 1 '
o Symmetric for SM S 50l — BSM-SMinterference x 10, 500 epochs |
> L 4
° Any SM-like mismodelling/background will be symmetric by 2 I ghsﬂli/ng;)ﬁpoc?s 10. No traini
eohstcion! S |- -SM interference x 10. No training 1
] s 2 401 SM. No training -
o Constructive/destructive interference pattern for e | 1
positive/negative values 2 i
e Equivariance respected at all stages of training 30 -
20; _
10 .
ok |
| ! L L | L ! L L I L L | L L I |
-0.10 -0.05 0.00 0.05 0.10

Algorithm score

e The observable is robust even before training convergence
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Use case: ttbar production

¢ Reweight events by the score, compare with parton-level CP-odd observables

e Reconstruct the ttbar system based on angles

D — Gy — @ee el ) = cos el

Cin — cnr = cos(li )eos(l,) — cos(l,; Ycos (1)

e Limitation is the reconstruction of the ttbar system

©® 0400F T~ T T T T T T T T T T9 @©O00I5FT T T T T
o I —— Surrogate model ] 8 - — Surrogate model ]
N [ — Truth 1 » | — Truth

0.075| . I l

I ] 0.010F =
0.050} .

I 0.005} —
0.025[- 8 . .
0.000f- ] 0.000- .
-0.025[ . i ]

I -0.005} =
-0.050 .

00750, oo _0'010,_ I ]

-1.0 0.5 0.0 0.5 1.0 1.0 0.5 0.0 0.5 1.0

Cm - Cnr Ckn - an
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Use case: ttbar production

e Equivariance as inductive bias speeds up convergence

e Between 40% and 300% less iterations needed to achieve the same loss value!!!

x10-2 100 trainings
c 56 o ] -
2 -\ — Non equivariant
&) - o 1
c N — Equivariant
2 5.4 _
m =
%) i
o]
< i
5.21- -
5.0| .
4.8 -
46| .
4.4f i
42| | | | -
100 10! 102
Epoch
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Use case: WZ production

 Trilepton final state '

- BSM-SM interference x 10
SM

w
(4]

e CP-odd operator: cyj;

Number of events
no
[9)]

8
[r 11T Tt r[rrrr7
|
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o
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Use case: WZ production

Score

¢ Performance on parton-level observables even better than dedicated

0.2

0.1

0.0

observables!!!

o Can capture energy growth

o Insensitivity to ¢y due to ambiguity in W decay reconstruction

— T
| —— Surrogate model. Inclusive selection

L —= Truth. Inclusive selection
[ —— Surrogate model. p > 100 GeV

| —— Truth. pZ > 100 GeV

Score

T

— T
0.3} — Surrogate model. Inclusive selection

= Truth. Inclusive selection

I —— Surrogate model. pZ > 100 GeV

02k == Truth. pZ > 100 Gev

0.1

0.0
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Use case: ttgamma production

e Single lepton channel, CP-odd operator ¢; 7 g ENS I CR T
ub_, B Misid. e s Other

. . . 10° = ;’7 : '\s‘n‘:ll—lllsililr best fit .

e Literature mostly checks photon pr, which is CP-even M Tk S Svibv

- - - c,, = -0.45 (A/TeV)” —

e channel, 3 jets

QObs./Pred.
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— — ? ? ? ?
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— > e —  —
—P~, —Pe¢, _va —DPbsy —Pbys —Pjay —Pj1

Pietro Vischia - Digital Twins, Inductive Bias, and Equivariant Networks for CP at NPTwins2024 - 2024.12.17 --- 31/ 35



Use case: ttgamma production

Linear contribution constrainable only by our approach

¢z (CP-odd): Comparison with photon p7 is damning
(for the photon pr, which is CP even)

c;z (CP-even): similar sensitivity

With poisson-based likelihoods, systematic uncertainties
will be highly suppressed (they are mostly CP-even)

Linear-only fit

=
- Phoiton .pT 10" >
— Equivariant network <
QY
[
100
—:10_1
0.4 —10-2

.0 0.5 0.0 0.5 1.0

|
Ciz
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Use case: ttgamma production

e Assuming the SM: same sensitivity

o Qur approach retains performance in CP-even observables!

e BSM cases: our approach disentangles the sign of ¢; 7: !!!

o Equivariant training is superior, even if not trained for quadratic components!
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Conclusions

e Digital twins are not "just simulations"
e Canwe use generative Al to go towards real-time simulation tunes?
¢ |Inductive bias must inform our models

¢ Implemented equivariant networks to obtain robust observables for CP violation
o Robust regardless of convergence status

o Training is faster than regular network

e Benchmarks: ttbar, WZ, ttgamma

o OQur approach is better than existing state-of-the-art observables

e Extensions under exploration

o Maybe CP-invariant networks (to target CP-even observables)
¢ Already being employed for upcoming CMS analyses

e Check the paper out at Phys. Rev. D 110,096023 (2024)!!!
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Thank you!
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