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Some initial considerations and hope to inspire more discussions 



 ePIC aim to prompt reconstruction of experiment data at Echelon-1 
facilities: aim to have latency of days, and < 3 weeks in steady state 
running

 The latency is driven by calibration
◦ Collision/Calib data statistics required 

◦ Interdependency of detector calib. 

 Concerted effort in SRO WG mapping out the calibration workflow
◦ Link to each discusses in backup
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Working document for calibration workflow

https://docs.google.com/spreadsheets/d/e/2PACX-1vRkJT9ODHAjqJhR_nb2GxPgYvHEcawklMgC-u_Fi67shZXdMitENF4ashAbD8dlvS6TwHqXG3UtZvhY/pubhtml
https://docs.google.com/spreadsheets/d/e/2PACX-1vRkJT9ODHAjqJhR_nb2GxPgYvHEcawklMgC-u_Fi67shZXdMitENF4ashAbD8dlvS6TwHqXG3UtZvhY/pubhtml
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Day 1 2 3

Tracker Calib/Alignment

May 1

RICHs Calib/Alignment May 1

May 1 - May 3Calo gain

May 1 - May 2TOF Calib/Alignment

May 1Far detectors

Working document for calibration workflow 
Calibration workflow

 Calibration workflow seems fits into the 
prompt reconstruction computing model. 
Inputs welcomed. 

 High level summary plot:

https://docs.google.com/spreadsheets/d/e/2PACX-1vRkJT9ODHAjqJhR_nb2GxPgYvHEcawklMgC-u_Fi67shZXdMitENF4ashAbD8dlvS6TwHqXG3UtZvhY/pubhtml
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Day 1 2 3

Tracker Calib/Alignment

May 1

RICHs Calib/Alignment May 1

May 1 - May 3Calo gain

May 1 - May 2TOF Calib/Alignment

May 1Far detectors

Calibration workflow
Critical path goes through calo calibration 

which require 1-day of data +  two iteration of 
calibration processing  

Work from A.Bazilevsky
Cited in calo calib meeting [ref]
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Streaming 
computing 
integration



 Calibration workflow has strong integration with prompt reconstruction and Run QA

 A set of calibration would only initiate if QA identify a calibration drift
◦ Example tracking residual analysis found a shift in the residual distribution after a run period → 

tracker + RICH alignment update
◦ Calibration workflow starts with automated/shifter-driven QA check flagging issue 

 Another set of calibration would process ALL data
◦ Example is calorimeter EM energy scale calibration which will use all pi0 and eta0 resonance data
◦ Calibration workflow starts with arrival of super time frame (STF) 

 Robustness against new problems
◦ Much of the calibration is a detector debugging process, in particular at beginning of ePIC
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STF on E1 buffer Skimming
Skimmed data for 
specific calibration

Slow Control DB

Cold storage

Iteration 1

Iteration N

Calibration constant
Calibration DB

Echelon 0



 Calibration jobs should be guaranteed to run with resources of two Echeon-1 
computing centers 
◦ Ensuring completing the calibration jobs in days and start of physics-quality reconstruction

 Skimming pass for calibration input data
◦ Many calibration tasks require rarer events: e.g. pi0 in barrel EMCal; high momentum pion for 

RICH
◦ Start with skimming pass of “raw data” in STF that is equivalent to high level triggering 

 (1) allow faster processing of multi-iterations (e.g. two iteration for pi0-driven E-scale)
 (2) reduces Echelon-1 buffer disk IO read load, so the STF raw data are only read in entirety twice (2x data 

taking rate): calibration skimming and full production.

 Slow control/facility data: (1) primary input via database (2) backup in raw data stream
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 Calibration constant be reproducible for given data and software tags 
◦ Folded into the reproducibility of ePIC results from DAQ output (“raw data”)

 Avoid frequent calibration constant update beyond the varying detector 
and facility conditions
◦ Stable calibration constant help accumulate statistics for data driven 

performance/uncertainty determination

◦ Caution against continuously updating calibration processes: a brief excursion of 
calibration constant could lead to a large systematic uncertainty (e.g. high energy tail 
for calorimeter)

 Also for reproducibility: Calibration results should be tagged in database → 
tagged onto meta data of production output files for analyzers
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Feel free to share your views

Live note on indico [link]
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https://docs.google.com/document/d/171shYQ3t7SWwzof9JsO4s3p7GPUyZMrmBAsEQxu3BW0/edit?usp=sharing


 Alignment, TOF:   Dec 19 https://indico.bnl.gov/event/21619/ 

 SVT sensor, Barrel Hcal: Jan 23 https://indico.bnl.gov/event/21785/ 

 dRICH:    Jan 30 https://indico.bnl.gov/event/22114/ 

 Backward, Forward EMCal: Feb 27 https://indico.bnl.gov/event/22412/ 

 Far forward:   Mar 12 https://indico.bnl.gov/event/22676/ 

 AI driven calibration:  Apr 16 https://indico.bnl.gov/event/23034/ 
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 So far the calibration workflow seems fit well into reconstruction latency goal

 Suggestions always welcomed. And further subsystem inputs needed: 
◦ Hadronic energy scale, Barrel EMCal, DIRC, Far backward detectors 

 Computing resource estimation (so far seems << reconstruction)

 Summarize into next update of computing model and computing review
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 Preference not to align time frame length with respect to the EIC beam rotation.

 Event keying: primary key is 64-bit beam clock (BCO) counter; secondary convenient key is tuple 
run-timeframe-BCOInTimeFrame; reconstruction will generate event counter tagging 

 Run structure will be used, driven by configuration changes; plus continuous readout 
information on beam/detector monitoring

 Redundant information in storing slow control data: database and raw data file embedding. 
Need to follow up on the implementation of SC data flow from online to offline.
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 We plan to use this meeting to follow up on Nathan’s talk on time-frame-based reconstruction, 
solidify a few open concept in our WG and make progress on their implementation in EICRecon

 ePIC Time Frame concept is developing towards a spec doc in DAQ and SAR WGs; 
◦ Update discussion on Apr 11 DAQ meeting , please join: https://indico.bnl.gov/event/22945/ 
◦ <=2^16 crossing: 16-bit integer sufficient to locate hit’s BX in Time Frame; <=665us/300 events/10MB 
◦ Exact length defined by GTU sync signal: most flexible
◦ We could choose to align with EIC beam evolution (1260BX, ): simpler to locate abort gap and spin states

 Time Frames will be order in data files, internally carry header-payload (a.k.a data bank/packets) 
data chunks from each detector component. 
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 Sooner or later, a copy of data is stored and saved for permanent storage

 This stage of first permanent storage could be viewed as a DAQ – 
computing boundary
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Before Permanent storage: data readout with minimal loss of collision signal After: make sense of data
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