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The INFN DSI apps

Ecosystem of apps serving
INFN people (business trips,
buying computing facilities,
managing recruitment process,
accounting, payrolls).



What our team does

Practices and
methodologies
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Policy and good practices applies to infrastructure and services
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https://www.dsi.infn.it/it/l-attivita/note-interne/651-infn-23-25-dsi-la-piattaforma-alla-base-di-sviluppo-e-gestione-dell-infrastruttura-della-direzione-servizi-informativi.html

The concept of Operational Excellence

Referenced in many Cloud Operating Models.
Formalized in the AWS Well Architected Framework as

the ability to support development and run workloads effectively,
gain insight into their operations, and to continuously improve
supporting processes and procedures to deliver business value

Of course we can adopt the concept also in non cloud contexts



Operational Excellence for the INFN DSI apps

Or a series of best practices to adopt in order to:

1. Use as much as possible automation to create and manage
Infrastructure and services.

1. Coderepo (laC) and scripts acting as automated and controlled
procedures.

2. Beready toreact to events (planned and unplanned) through
playbook and recepies.

3. Review continuosly procedures and playbook to validate them
against the evolution of infrastructure and services (es.
changes, upgrades).



Use as much as possible automation

Operations as code is our inspiring principle

e [nfrastructure as Code

Everything should [

e Toil is inevitable

be Reproducible

e Document *everything”

Screenshot from SRE for Smaller Organization presentation - https://yvoutu.be/Zmvul L Mxhug?si=rglWiJitEbJWHLsQ


https://youtu.be/ZmvuLLMxhug?si=rgIWiJjtEbJWHLsQ

Kubernetes release cadence
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https://agenda.infn.it/event/36752/

Start from a procedure

Be ready to react to events
(planned and unplanned)
through playbook and
recepies.

sysinfo_oss / ops / k8s / docs

¥ main v docs / upgrade_and_maintenance.md
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1. K8s cluster upgrade preparation
2. K8s rolling upgrade

Review continuosly procedures and
playbook to validate them against the
evolution of infrastructure and

services (es. changes, upgrades).
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This is a collections of guides and playbooks used by the INFN DSI Sysinfo-Ops team whenever a k8s cluster upgrade version should be carried out manually.

Since the SysiInfo-Ops team utilizes RKE2 as k8s distribution, most of the described steps, commands and checks rely on RKE2 utilities.



Sharing the INFN DSI procedure

Released for the INFN community in the sysinfo_oss baltig project.

Used and evolved during the latest 7 Kubernetes upgrades.

Based on RKE2 Rancher Kubernetes Engine.

K8s cluster upgrade preparation K8s rolling upgrade

e Get familiar with changes in target
version.

e Upgrade the primary control plane
(rke2-server).

e Verify addons compatibilities and api
deprecations.

e Ugrade additional control plane
(rke2-server).

e Use testbed torun initial checks. e Upgrade worker nodes (rke2-agent).


https://baltig.infn.it/sysinfo_oss/ops/k8s/docs/-/blob/main/upgrade_and_maintenance.md?ref_type=heads

Start from primary
control plane
node

Disable and stop rke2

: Reboot node
service

Cordon and drain node
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K8s rolling upgrade workflow A

Troubleshoot



Automating k8s rolling upgrades

Playbook

Play

Ansible playbook
as a list of tasks to
translate the
upgrade workflow
In desired states




Sharing the DSI Ansible playbook

Released for the INFN community in the sysinfo_oss baltig project.

Engineered for a RKE2 HA cluster setup described by a proper inventory
file.

Support to RKE2 roms upgrade or delegate to puppet agent run.
Sequentially ssh into cluster nodes to exec tasks as sudo user.
Leverage RKE2 utilities (eg. kubectl bin, kubeconfig, rke2 etcd snapshot)

Upgrade all OS packages and reboot node if needs-restarting


https://baltig.infn.it/sysinfo_oss/ops/k8s/ansible-k8s-rolling-upgrade

DEMO
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