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We do not know what constitutes 
much of energy content 

 

We look for clues on the nature of 
Dark Energy, its equation of state: 

 

Where  is the standard CDM 
cosmology 
  
Hints of something beyond might be 
coming from combinations of 
cosmological observations … 

H2 ≡ (
·a
a )

2

=
8πG

3 (ργ + ρm + ρDE)

pDE = wρDE , w = w0 + (1 − a)wa

w = − 1 Λ
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Figure 6. Left panel : 68% and 95% marginalised posterior constraints in the w0–wa plane for the flat
w0waCDM model, from DESI BAO alone (black dashed), DESI + CMB (pink), and DESI + SN Ia,
for the PantheonPlus [24], Union3 [25] and DESY5 [26] SNIa datasets in blue, orange and green
respectively. Each of these combinations favours w0 > �1, wa < 0, with several of them exhibiting
mild discrepancies with ⇤CDM at the & 2� level. However, the full constraining power is not realised
without combining all three probes. Right panel : the 68% and 95% marginalised posterior constraints
from DESI BAO combined with CMB and each of the PantheonPlus, Union3 and DESY5 SN Ia
datasets. The significance of the tension with ⇤CDM (w0 = �1, wa = 0) estimated from the ��

2

MAP

values is 2.5�, 3.5� and 3.9� for these three cases respectively.

in Table 3. In summary, DESI data, both alone and in combination with other cosmological
probes, do not show any evidence for a constant equation of state parameter di↵erent from
�1 when a flat wCDM model is assumed.

5.2 Flat w0waCDM model

Taking into account the physical dynamics of dark energy, the parametrisation w(a) = w0 +
wa (1 � a) was derived and has been demonstrated to match the background evolution of
distances arising from exact dark energy equations of motion to an accuracy of O(0.1%) for
viable cosmologies over a wide range of physics – scalar fields, modified gravity, and phase
transitions [183, 214].17 In this section, we present constraints on this model, referred to
as w0waCDM, which reduces to ⇤CDM for w0 = �1, wa = 0. Constraining the w0–wa

parameter space and its corresponding behavior as well as distinguishing it from ⇤ is a key
science goal of DESI.

We adopt wide flat priors on w0 and wa (Table 2), together with the condition w0+wa <

0 imposed to enforce a period of high-redshift matter domination. Since the parameter space
we explore includes models whose equation of state crosses the w = �1 boundary, we use the
parametrised post-Friedmann approach [215] to compute the dark energy perturbations when
calculating the CMB angular power spectrum. Figure 6 shows the marginalised posteriors in
the w0–wa plane from DESI and combinations with other external datasets. DESI alone does
not have su�cient power to break the degeneracy between w0 and wa and thus the results

17
The converse is however not true and not all values in the (w0, wa) parameter space provide an equation

of state that can be mapped up to high accuracy to a viable physical models.
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The Dark Universe



Galaxy surveys

VIPERS 
Survey



dV1

dV2

= dV1 dV2 n̄
2

g [1 + h �g(~x1) �g(~x2) i]

dP = dV1 dV2 hng(~x1)ng(~x2) i

⇠(|~x1 � ~x2|) ⌘ h �g(~x1) �g(~x2) i

r

The galaxy 2-point correlation function

… and we measure the probability of 
finding two galaxies at a given separation 

In fact, its excess probability, w.r.t. a 
random, uncorrelated Poisson distribution

ng(~x) ⌘ n̄g [1 + �g(~x)]

We look at perturbations in the galaxy 
number density

VIPERS 
Survey



⇠(|~x1 � ~x2|) ⌘ h �g(~x1) �g(~x2) i

The galaxy 2-point correlation function

We measure the probability of finding 
two galaxies at a given separation 

⇠(r) � 1

⇠(r) ' 0

VIPERS 
Survey



dP = dV1dV2dV3hng(~x1)ng(~x2)ng(~x3)i

Similarly I can ask the probability of 
finding three galaxies in the volume 
elements ,  and         dV1 dV2 dV3

= dV1 dV2 dV3 n̄
3

g [1+

+ ⇠(r12) + ⇠(r13) + ⇠(r23) + ⇣(r12, r13, r23)]

Indeed, the galaxy distribution is a  
non-Gaussian random field even if the 
initial conditions are very close to Gaussian

⇣(r12, r13, r23) ⌘ h�g(~x1)�g(~x2)�g(~x3)i
dV1

dV2

dV3

The galaxy 3-point correlation function

VIPERS 
Survey



The galaxy 2-point correlation function

What do we do with these measurements? 
 
1. Fit the Baryonic Acoustic Oscillations (BAO) feature and use 
it as a standard ruler to constrain the background expansion 
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The galaxy 2-point correlation function

What do we do with these measurements? 
 
2. Use the full information on the shape of the 2PCF, or its 
Fourier Transform, the power spectrum 
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Figure 17. Measured and best-fit monopole and quadrupole from DESI DR1 measurements. Sym-
bols display the measurements and solid lines the best-fitting power spectrum model to each of the
individual redshift bins according to the baseline model, as listed in Table 10 as ‘Full-Modelling alone’.
The errors are 1� and include both the statistical and systematic error budget. The panels display
the six redshift bins of the tracers presented in Table 1, with the same colour scheme employed in
previous plots. The bottom subpanels display the residuals between data and model in units of the
diagonal error.

of BOSS/eBOSS data using an approach closer to ours had found marginal constraints on
�8 to be approximately O(1�) below Planck [28, 34, 57, 146, 147, 190]. However, the BOSS
data are not particularly constraining for such flexible models and O(1�) shifts up or down in
marginal �8 constraints can be caused by projection e↵ects – as evidenced by the sensitivity
to choices in parameterisation – when the constraining power of the data are not very strong,
as pointed out by [61] when studying the impact of priors and projection e↵ects on �8 and
other parameters. The bn�

n

8
bias parameterisation employed in the DESI pipeline results

in a �8 constraint of 0.787 ± 0.049 when fitting BOSS LRG data, while when one reverts
to the (b�8, b2, bs) basis the constraints shift down to 0.740 ± 0.051. The latter constraint
is more consistent with the results from previous BOSS analyses that did not scale all of
their bias parameters with factors of �8, and such a di↵erence is to be expected when the
data are not particularly constraining. This dependence on bias parameterisation and the
scaling with �8 is discussed in detail in Appendix B of Ref. [68]. In addition, by comparing
the two red posteriors (dashed vs solid) in Figure 18 we find that the eBOSS quasar sample
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Figure 17. Measured and best-fit monopole and quadrupole from DESI DR1 measurements. Sym-
bols display the measurements and solid lines the best-fitting power spectrum model to each of the
individual redshift bins according to the baseline model, as listed in Table 10 as ‘Full-Modelling alone’.
The errors are 1� and include both the statistical and systematic error budget. The panels display
the six redshift bins of the tracers presented in Table 1, with the same colour scheme employed in
previous plots. The bottom subpanels display the residuals between data and model in units of the
diagonal error.

of BOSS/eBOSS data using an approach closer to ours had found marginal constraints on
�8 to be approximately O(1�) below Planck [28, 34, 57, 146, 147, 190]. However, the BOSS
data are not particularly constraining for such flexible models and O(1�) shifts up or down in
marginal �8 constraints can be caused by projection e↵ects – as evidenced by the sensitivity
to choices in parameterisation – when the constraining power of the data are not very strong,
as pointed out by [61] when studying the impact of priors and projection e↵ects on �8 and
other parameters. The bn�

n

8
bias parameterisation employed in the DESI pipeline results

in a �8 constraint of 0.787 ± 0.049 when fitting BOSS LRG data, while when one reverts
to the (b�8, b2, bs) basis the constraints shift down to 0.740 ± 0.051. The latter constraint
is more consistent with the results from previous BOSS analyses that did not scale all of
their bias parameters with factors of �8, and such a di↵erence is to be expected when the
data are not particularly constraining. This dependence on bias parameterisation and the
scaling with �8 is discussed in detail in Appendix B of Ref. [68]. In addition, by comparing
the two red posteriors (dashed vs solid) in Figure 18 we find that the eBOSS quasar sample
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Figure 17. Measured and best-fit monopole and quadrupole from DESI DR1 measurements. Sym-
bols display the measurements and solid lines the best-fitting power spectrum model to each of the
individual redshift bins according to the baseline model, as listed in Table 10 as ‘Full-Modelling alone’.
The errors are 1� and include both the statistical and systematic error budget. The panels display
the six redshift bins of the tracers presented in Table 1, with the same colour scheme employed in
previous plots. The bottom subpanels display the residuals between data and model in units of the
diagonal error.

of BOSS/eBOSS data using an approach closer to ours had found marginal constraints on
�8 to be approximately O(1�) below Planck [28, 34, 57, 146, 147, 190]. However, the BOSS
data are not particularly constraining for such flexible models and O(1�) shifts up or down in
marginal �8 constraints can be caused by projection e↵ects – as evidenced by the sensitivity
to choices in parameterisation – when the constraining power of the data are not very strong,
as pointed out by [61] when studying the impact of priors and projection e↵ects on �8 and
other parameters. The bn�

n

8
bias parameterisation employed in the DESI pipeline results

in a �8 constraint of 0.787 ± 0.049 when fitting BOSS LRG data, while when one reverts
to the (b�8, b2, bs) basis the constraints shift down to 0.740 ± 0.051. The latter constraint
is more consistent with the results from previous BOSS analyses that did not scale all of
their bias parameters with factors of �8, and such a di↵erence is to be expected when the
data are not particularly constraining. This dependence on bias parameterisation and the
scaling with �8 is discussed in detail in Appendix B of Ref. [68]. In addition, by comparing
the two red posteriors (dashed vs solid) in Figure 18 we find that the eBOSS quasar sample
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The galaxy 2-point correlation function

What do we do with these measurements? 
 
2. Use the full information on the shape of the 2PCF, or its 
Fourier Transform, the power spectrum 
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Figure 17. Measured and best-fit monopole and quadrupole from DESI DR1 measurements. Sym-
bols display the measurements and solid lines the best-fitting power spectrum model to each of the
individual redshift bins according to the baseline model, as listed in Table 10 as ‘Full-Modelling alone’.
The errors are 1� and include both the statistical and systematic error budget. The panels display
the six redshift bins of the tracers presented in Table 1, with the same colour scheme employed in
previous plots. The bottom subpanels display the residuals between data and model in units of the
diagonal error.

of BOSS/eBOSS data using an approach closer to ours had found marginal constraints on
�8 to be approximately O(1�) below Planck [28, 34, 57, 146, 147, 190]. However, the BOSS
data are not particularly constraining for such flexible models and O(1�) shifts up or down in
marginal �8 constraints can be caused by projection e↵ects – as evidenced by the sensitivity
to choices in parameterisation – when the constraining power of the data are not very strong,
as pointed out by [61] when studying the impact of priors and projection e↵ects on �8 and
other parameters. The bn�

n

8
bias parameterisation employed in the DESI pipeline results

in a �8 constraint of 0.787 ± 0.049 when fitting BOSS LRG data, while when one reverts
to the (b�8, b2, bs) basis the constraints shift down to 0.740 ± 0.051. The latter constraint
is more consistent with the results from previous BOSS analyses that did not scale all of
their bias parameters with factors of �8, and such a di↵erence is to be expected when the
data are not particularly constraining. This dependence on bias parameterisation and the
scaling with �8 is discussed in detail in Appendix B of Ref. [68]. In addition, by comparing
the two red posteriors (dashed vs solid) in Figure 18 we find that the eBOSS quasar sample
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Figure 17. Measured and best-fit monopole and quadrupole from DESI DR1 measurements. Sym-
bols display the measurements and solid lines the best-fitting power spectrum model to each of the
individual redshift bins according to the baseline model, as listed in Table 10 as ‘Full-Modelling alone’.
The errors are 1� and include both the statistical and systematic error budget. The panels display
the six redshift bins of the tracers presented in Table 1, with the same colour scheme employed in
previous plots. The bottom subpanels display the residuals between data and model in units of the
diagonal error.

of BOSS/eBOSS data using an approach closer to ours had found marginal constraints on
�8 to be approximately O(1�) below Planck [28, 34, 57, 146, 147, 190]. However, the BOSS
data are not particularly constraining for such flexible models and O(1�) shifts up or down in
marginal �8 constraints can be caused by projection e↵ects – as evidenced by the sensitivity
to choices in parameterisation – when the constraining power of the data are not very strong,
as pointed out by [61] when studying the impact of priors and projection e↵ects on �8 and
other parameters. The bn�

n

8
bias parameterisation employed in the DESI pipeline results

in a �8 constraint of 0.787 ± 0.049 when fitting BOSS LRG data, while when one reverts
to the (b�8, b2, bs) basis the constraints shift down to 0.740 ± 0.051. The latter constraint
is more consistent with the results from previous BOSS analyses that did not scale all of
their bias parameters with factors of �8, and such a di↵erence is to be expected when the
data are not particularly constraining. This dependence on bias parameterisation and the
scaling with �8 is discussed in detail in Appendix B of Ref. [68]. In addition, by comparing
the two red posteriors (dashed vs solid) in Figure 18 we find that the eBOSS quasar sample
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Figure 17. Measured and best-fit monopole and quadrupole from DESI DR1 measurements. Sym-
bols display the measurements and solid lines the best-fitting power spectrum model to each of the
individual redshift bins according to the baseline model, as listed in Table 10 as ‘Full-Modelling alone’.
The errors are 1� and include both the statistical and systematic error budget. The panels display
the six redshift bins of the tracers presented in Table 1, with the same colour scheme employed in
previous plots. The bottom subpanels display the residuals between data and model in units of the
diagonal error.

of BOSS/eBOSS data using an approach closer to ours had found marginal constraints on
�8 to be approximately O(1�) below Planck [28, 34, 57, 146, 147, 190]. However, the BOSS
data are not particularly constraining for such flexible models and O(1�) shifts up or down in
marginal �8 constraints can be caused by projection e↵ects – as evidenced by the sensitivity
to choices in parameterisation – when the constraining power of the data are not very strong,
as pointed out by [61] when studying the impact of priors and projection e↵ects on �8 and
other parameters. The bn�
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bias parameterisation employed in the DESI pipeline results

in a �8 constraint of 0.787 ± 0.049 when fitting BOSS LRG data, while when one reverts
to the (b�8, b2, bs) basis the constraints shift down to 0.740 ± 0.051. The latter constraint
is more consistent with the results from previous BOSS analyses that did not scale all of
their bias parameters with factors of �8, and such a di↵erence is to be expected when the
data are not particularly constraining. This dependence on bias parameterisation and the
scaling with �8 is discussed in detail in Appendix B of Ref. [68]. In addition, by comparing
the two red posteriors (dashed vs solid) in Figure 18 we find that the eBOSS quasar sample
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My goal: describe the state-of-the-art 
modelling in Perturbation Theory of the 
redshift-space, galaxy power spectrum  
 
… and extend it to include the effects of 
neutrino masses 



The galaxy power spectrum

Hα versus H-band selection in future redshift surveys 9

Figure 8. The spatial distribution of galaxies and dark matter in the Bow06(r)model at z = 1. Dark matter is shown in grey, with the densest regions shown
with the brightest shading. Galaxies selected by their Hα emission with log(FHα[erg s−1 cm−2]) > −16.00 and and EWobs > 100Å are shown in red
in the left-hand panels. Galaxies brighter than HAB = 22 are shown in green in the right-hand panels. Each row shows the same region from the Millennium
simulation. The first row shows a slice of 200h−1Mpc on a side and 10h−1Mpc deep. The second row shows a zoom into a region of 50h−1Mpc on a side
and 10h−1Mpc deep, which corresponds to the white square drawn in the first row images. Note that all of the galaxies which pass the selection criteria are
shown in these plots.

tion. First, a form must be adopted for the distribution of sources
in redshift. Second, some papers quote results in terms of proper
separation whereas others report in comoving units. Lastly, an evo-
lutionary form is sometimes assumed for the correlation function
(Groth & Peebles 1977). In this case, the results obtained for the
correlation length depend upon the choice of evolutionary model.

Estimates of the correlation length of Hα emitters are avail-
able at a small number of redshifts from narrow band sur-
veys, as shown in Fig. 9 (Morioka et al. 2008; Shioya et al. 2008;
Nakajima et al. 2008; Geach et al. 2008). These surveys are small
and sampling variance is not always included in the error bar quoted
on the correlation length (see Orsi et al. 2008 for an illustration of
how sampling variance can affect measurements of the correlation
function made from small fields). The models are in reasonable
agreement with the estimate by Geach et al. (2008) at z = 2.2, but
overpredict the low redshift measurements. The z = 0.24 measure-
ments are particularly challenging to reproduce. The correlation

length of the dark matter in the ΛCDM model is around 5h−1Mpc
at this redshift, so the z = 0.24 result implies an effective bias of
b < 0.5. Gao & White (2007) show that dark matter haloes at the
resolution limit of the Millennium Simulation,M ∼ 1010h−1M⊙,
do not reach this level of bias, unless the 20% of the youngest
haloes of this mass are selected. In the Bow06(r) model, the Hα
emitters populate a range of halo masses, with a spread in forma-
tion times, and so the effective bias is closer to unity. Another possi-
ble explanation for the discrepancy is that the observational sample
could be contaminated by objects which are not Hα emitters and
which dilute the clustering signal.

The bottom panel of Fig. 9 shows the correlation length evo-
lution for different H-band selections, compared to observational
estimates from Firth et al. (2002). Note that the samples analysed
by Firth et al. are significantly brighter than the typical samples
considered in this paper (HAB = 20 versus HAB = 22). Firth
et al. use photometric redshifts to isolate galaxies in redshift bins

We need: 

1. A model for the matter power 
spectrum 

2. A model for the relation between 
dark matter and galaxy 
perturbations, the so-called 
galaxy bias 

3. Include the effect of redshift-
space distortions  
(because we observe galaxies in 
redshift-space)

Orsi et al. (2009)



The matter power spectrum

Enter the matter perturbations, :δ( ⃗x, τ)
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The matter power spectrum is the 2-point function in Fourier space
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The linear matter power spectrum at recombination,  z ∼ 1100
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An extra, pedagogical slide

adimensional power spectrum

The power spectrum is a measure of the 
amplitude of perturbations  
as a function of scale
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tions alone, and construct a physical model based on the
coherent infall of pairs to understand their origin.

This state of affairs is perhaps not too surprising given
that the effects involved are small, and require great accu-
racy from analytic and numerical methods. In this paper we
consider this issue by using renormalized perturbation
theory (RPT [18,19]), a new approach to follow nonlinear
clustering that includes in a systematic way all nonlinear
effects in the fluid approximation around a given scale
[20]. Here we concentrate on fundamental questions such
as (1) can nonlinear effects generate shifts in indicators of
the acoustic scale large enough to bias determinations of
cosmological parameters, and (2) if so, what physics is
responsible for this? Is it related to large-scale nonlineari-
ties that we can hope to model accurately, or more com-
plicated physics related to virialized dark matter halos? We
shall see that the answer to the first question is ‘‘yes,’’ and
the answer to the second question involves large-scale
physics, which we discuss in detail. Our discussion em-
phasizes the shifts generated by mode coupling, which
constitutes a new result (see also [16]). In [19] we have
already discussed in detail the effects of random motions in
terms of large-scale physics; we briefly discuss these here
as well in more accessible terms. That large-scale random
motions are responsible for the damping of the linear
power spectrum has also been recognized in [8,13,21].

In the present paper we concentrate on predictions from
RPT for the power spectrum and the two-point correlation
function. A detailed account of the technicalities involved
in calculating two-point statistics in RPT and their com-
parison with numerical simulations is left for a separate
publication [22]. Here we present the main results regard-
ing BAO for dark matter in real space and discuss how RPT
can shed some light on practical parametrizations of these
nonlinear effects in a more general situation when redshift
distortions and galaxy bias are also present. No familiarity
with RPT is assumed; the main ideas behind RPT and
results on two-point statistics are explained in simple terms
in the following section, while the analytic expressions for
the power spectrum are presented in the Appendix.

II. RPT AND TWO-POINT STATISTICS

A. Basics of RPT

Standard perturbation theory (PT, see [23] for a review)
is an expansion of the equations of motion around their
linear solution, assuming fluctuations are small.
Schematically, for the power spectrum this expansion reads

 P!k; z" # D2
$!z"P0!k" $ P1 loop!k; z" $ P2 loop!k; z" $ . . .

(1)

where D$!z" is the growth factor at redshift z; P0!k" is the
initial power spectrum (at high redshift) so that linear
evolution reads Plin!k; z" # %D$!z"&2P0!k". In Eq. (1),
P1 loop 'O!Plin!lin", P2 loop 'O!Plin!

2
lin", and so on,

where !lin ( 4!k3Plin measures the amplitude of fluctua-
tions at scale k in linear theory. For scales approaching the
nonlinear regime where !lin * 1, truncation at any finite
order in PT is not meaningful, as neglected higher-order
contributions are important.

In RPT [18], the main idea is to get around this limita-
tion of PT, by making a resummation of an infinite subset
of contributions to the PT expansion. As a result of this
process of resummation, where terms of different order
have been grouped together into physical objects, what
remains is a new series expansion which is not a perturba-
tive expansion in the amplitude of fluctuations and, most
importantly, exhibits a very different behavior: truncation
at finite order in RPT does take into account all nonline-
arities from the largest scales down to a given scale; the
impact of smaller scales described by the neglected terms
is highly suppressed. One of the main insights that follows
from RPT is that, if we write the growth factor as

 D$!z" #
h"lin!k; z""0!k0"i
h"0!k""0!k0"i ; (2)

where " denotes the density contrast, and "lin!k; z" #
D$!z""0!k" is linear evolution (with D$ ( 1 at the initial
condition), then a whole set of nonlinear contributions to
Eq. (1) (or any correlation function) effectively ‘‘renormal-
ize’’ the growth factor to the following, fully nonlinear
quantity:

 D$!z" ! G!k; z" # h"!k; z""0!k0"i
h"0!k""0!k0"i ; (3)

where "!k; z" is the fully nonlinear density contrast. The
function G!k; z" is known as the propagator, which can be
thought of as a measure of the memory of initial condi-
tions, since it gives the time ‘‘propagation’’ of the cross
correlation between initial and final density contrasts,
h"!k; z""0!k0"i # G!k; z"h"0!k""0!k0"i. Note that this
property means that all the terms in Eq. (1) that are
proportional to P0 (including those in the loop contribu-
tions) are resummed into G2P0, whereas in the remaining
loop terms the time dependence is dictated by the propa-
gator instead of the growth factor, which essentially means
using Eq. (3) to replace the linear propagation in between
nonlinear interactions that make up the loop contributions
[24].

The asymptotics of the propagator are easy to under-
stand: at large scales, linear perturbation theory becomes a
good approximation and thus

 G!0; z" # D$!z": (4)

On the other hand, at small scales where nonlinear effects
are dominant the cross correlation must be driven to zero,
as the final density field resembles very little what it was at
the beginning. Thus, we expect on physical grounds that

 G!k; z" ! 0 as k ! 1: (5)
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good approximation and thus
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Velocity divergence 

We will describe the nonlinear evolution of the matter density field. 
We need the equations of motions for perturbations

⇢(~x, ⌧) = ⇢̄(⌧)[1 + �(~x, ⌧)]
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In the Newtonian approximation, kphys ≫ H(a)
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Fluid equations

We assume the single-stream approximation, ,  
to get a closed set of equations

σij = 0

…

Phase-space 
conservation for f(τ, ⃗x, ⃗p)

This is accounted for in 
the EFTofLSS 
(back to this if we have 
some time at the end …!)
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We can look for perturbative solutions of the form

��k = �(1)�k
+ �(2)�k

+ ...

linear solution

Linear solutions in Standard PT
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The nonlinear Power Spectrum

From the density solution we can find  
a perturbative solution for the power spectrum
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The nonlinear Power Spectrum

From the density solution we can find  
a perturbative solution for the power spectrum

 
for Gaussian  

initial conditions

∼ ⟨δ(1)δ(1)δ(1)⟩ = 0Linear power 
spectrum 

PL(k)

Fig. 3.—Nonlinearity in baryonic acoustic oscillations. All of the power spectra have been divided by a smooth power spectrum without baryonic oscillations from
eq. (29) of Eisenstein & Hu (1998). The error bars show N-body simulations, while the solid lines show PT calculations. The dot-dashed lines show the linear theory
predictions. PT describes nonlinear distortion on baryonic oscillations very accurately at z > 1. Note that different redshift bins are not independent, as they have grown
from the same initial conditions. The N-body data at k < 0:24 and >0.24 h Mpc!1 are from 512 and 256 h!1 Mpc box simulations, respectively. [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 4.—Nonlinearity and the amplitude of matter fluctuations, !8. In each panel the lines show the linear spectrum and nonlinear spectrum with !8 ¼ 0:7, 0.8, 0.9,
and 1.0 from bottom to top. [See the electronic edition of the Journal for a color version of this figure.]
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  Galaxies

Hα versus H-band selection in future redshift surveys 9

Figure 8. The spatial distribution of galaxies and dark matter in the Bow06(r)model at z = 1. Dark matter is shown in grey, with the densest regions shown
with the brightest shading. Galaxies selected by their Hα emission with log(FHα[erg s−1 cm−2]) > −16.00 and and EWobs > 100Å are shown in red
in the left-hand panels. Galaxies brighter than HAB = 22 are shown in green in the right-hand panels. Each row shows the same region from the Millennium
simulation. The first row shows a slice of 200h−1Mpc on a side and 10h−1Mpc deep. The second row shows a zoom into a region of 50h−1Mpc on a side
and 10h−1Mpc deep, which corresponds to the white square drawn in the first row images. Note that all of the galaxies which pass the selection criteria are
shown in these plots.

tion. First, a form must be adopted for the distribution of sources
in redshift. Second, some papers quote results in terms of proper
separation whereas others report in comoving units. Lastly, an evo-
lutionary form is sometimes assumed for the correlation function
(Groth & Peebles 1977). In this case, the results obtained for the
correlation length depend upon the choice of evolutionary model.

Estimates of the correlation length of Hα emitters are avail-
able at a small number of redshifts from narrow band sur-
veys, as shown in Fig. 9 (Morioka et al. 2008; Shioya et al. 2008;
Nakajima et al. 2008; Geach et al. 2008). These surveys are small
and sampling variance is not always included in the error bar quoted
on the correlation length (see Orsi et al. 2008 for an illustration of
how sampling variance can affect measurements of the correlation
function made from small fields). The models are in reasonable
agreement with the estimate by Geach et al. (2008) at z = 2.2, but
overpredict the low redshift measurements. The z = 0.24 measure-
ments are particularly challenging to reproduce. The correlation

length of the dark matter in the ΛCDM model is around 5h−1Mpc
at this redshift, so the z = 0.24 result implies an effective bias of
b < 0.5. Gao & White (2007) show that dark matter haloes at the
resolution limit of the Millennium Simulation,M ∼ 1010h−1M⊙,
do not reach this level of bias, unless the 20% of the youngest
haloes of this mass are selected. In the Bow06(r) model, the Hα
emitters populate a range of halo masses, with a spread in forma-
tion times, and so the effective bias is closer to unity. Another possi-
ble explanation for the discrepancy is that the observational sample
could be contaminated by objects which are not Hα emitters and
which dilute the clustering signal.

The bottom panel of Fig. 9 shows the correlation length evo-
lution for different H-band selections, compared to observational
estimates from Firth et al. (2002). Note that the samples analysed
by Firth et al. are significantly brighter than the typical samples
considered in this paper (HAB = 20 versus HAB = 22). Firth
et al. use photometric redshifts to isolate galaxies in redshift bins

�g(x) ⌘
ng(x)� n̄g

n̄g
= f [�(x)]

A fair assumption: 

galaxy density perturbations trace 
the underlying matter density 
perturbations



  Nonlinear & non-local galaxy bias

Chan, Scoccimarro & Sheth (2012) 
Baldauf et al. (2012)

And so on … plus the same for the velocity potential  …  
… then we have their powers, as , etc …  
 
At second order the bias expansion is now 

𝒢n(Φv)
𝒢2

1(Φ) = δ2

local bias

tidal bias

We just write down all operators invariant under Galilean transformations:

a lot of new terms,  
free parameters,  
additional loop corrections 
from bias nonlinearities!

The story is in fact much longer (higher derivative bias, bias renormalisation, shot noise …)  
but all told in a recent review, see Desjacques, Jeong & Schmidt (2018)
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Galaxies are observed in redshift space not in real space
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Kaiser effect

line-of-sight

Real space

Redshift space

For the linear perturbations, this boils down to

For galaxies

Kaiser (1987)

f ⌘ d lnD(a)

d ln a
= ⌦�

m(z)

growth rate



The linear power spectrum is now

Enhancement along the line-of-sight 
proportional to the growth rate f

The redshift-space power spectrum is anisotropic 
we expand it in Legendre polynomials

The linear power spectrum in redshift-space

f ⌘ d lnD(a)

d ln a
= ⌦�

m(z)
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Figure 14. The growth of structure measurement parameter as a function of redshift, f�8(z) obtained
from the six DESI DR1 redshift bins using the ShapeFit compression scheme (coloured symbols), and
from the whole SDSS program using the standard compression technique (grey symbols). In all cases,
the symbols represent the MAP and the errorbars the 68.3% credible interval. The f�8(z) values are
derived from the reported f�s8(z) with the additional assumption that the assumed fiducial sound
horizon scale is the true one. Additionally, for comparison, the coloured lines represent a range of
�0.5 < µ0 < +0.5, a parametrisation of modified gravity models that changes the strength of the
gravitational interaction. The case µ0 = 0 corresponds to general relativity, represented with black
dashed lines.

gravity [189]. We see that the growth of structure measurements by DESI are in excellent
agreement with the Planck measurements under the assumption of general relativity and a
⇤CDM model.

7.2 Constraints on ⇤CDM parameters from Full-Shape DESI DR1 galaxies

We now focus on the constraints on the ⇤CDM model based on the Full-Modelling type of
fit. We remind the reader that unlike the results presented in Section 7.1, the Full-Modelling
scheme assumes ⇤CDM with informative Gaussian priors on the ⌦bh

2 and ns, as listed in
Table 4. The results are shown in the triangle plot of Figure 15 and listed in Table 10, where
only the variables {⌦m, H0, !b (not shown), As, ns} are independent, and �8 is a derived
parameters. The !b parameter has not been shown as it simply follows its BBN prior. We
simultaneously fit the uncorrelated six DESI DR1 bins with di↵erent nuisance parameters for
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Measurements of the distinct 
multipoles  provide a  
dynamical probe of structure 
formation

Pℓ(k)

DESI (2024)



Standard PT results can be rewritten in terms of kernels accounting 
for matter evolution, bias and redshift-space distortions

The full model for the power spectrum

The total number of nuisance parameters used in the
blinded analysis of the East Coast team is six: three
counterterms (c20, c22, c) and three bias parameters (b1,
b2, bG2

). Since the shot-noise contribution has been
subtracted from the measured spectra, the corresponding
parameter is not fitted, in contrast to Ref. [74]. As far as the
cosmological parameters are concerned, the basis that
was used consists of the dimensionless Hubble constant
h (H0 ¼ h · 100 km=s=Mpc), the physical matter density
ωm, and the normalization A1=2 defined with respect to the
best-fit Planck value for the base ΛCDM cosmology,

A1=2 ≡
!

As

As;Planck

"
1=2

;

where As;Planck ¼ 2.0989 × 10−9: ð19Þ

All varied cosmological and nuisance parameters were
assigned flat priors without boundaries, i.e., ð−∞;∞Þ.
The evaluation of perturbation theory integrals was

performed using the FFTLog method of [76] implemented
as a module in the CLASS Boltzmann solver [77,78]. Using
the IR resummation based on wiggly smooth decomposi-
tion, a single evaluation of a theoretical model is of the
order Oð1Þ sec for high precision settings. This allows for
a new evaluation of the nonlinear power spectra at every
step of the MCMC chain, which is what is done in the East
Coast team analysis. The MCMC analysis was performed
using the MontePython v3.0 [79,80] sampler interfaced with
the modified version of the CLASS code. The nuisance
parameters were sampled in the “fast mode” [81] at a
negligible computational cost.
Since the k-binning of the challenge spectra is very wide

(Δk ¼ 0.01 hMpc−1) compared to the fundamental mode
of the box, the theoretical predictions have to be properly
averaged over each bin. The boundaries of the bins were
estimated using the simulation volume, which was known
to both teams. The East Coast team checked that the
estimated boundaries allow one to accurately reproduce the
provided weighted means of the k-bins and found that
averaging the theory over the bin versus evaluating it in the
mean can induce roughly Oð0.5Þσ shifts in cosmological
parameters.

2. West Coast team

The implementation of the West Coast team is the result
of a long journey where each of the ingredients of the
EFTofLSS necessary to apply it to data was subsequently
developed one by one, tested on simulations, and shown to
be successful. Though not all those results are directly used
in the analysis, the West Coast team would have never
applied the model to the data without those intermediate
successes. We therefore find it nice to add, in each instance
where the EFTofLSS is applied to data, the following

footnote where we acknowledge at least a fraction of those
important developments.4

The model for the West Coast team and the analysis
techniques are the same as the ones used in [28,30], to
which we refer for details. The one-loop redshift-space
galaxy power spectrum reads

Pgðk;μÞ¼Z1ðμÞ2P11ðkÞ

þ2

Z
d3q
ð2πÞ3

Z2ðq;k−q;μÞ2P11ðjk−qjÞP11ðqÞ

þ6Z1ðμÞP11ðkÞ
Z

d3q
ð2πÞ3

Z3ðq;−q;k;μÞP11ðqÞ

þ2Z1ðμÞP11ðkÞ
!
cct

k2

k2M
þcr;1μ2

k2

k2M
þcr;2μ4

k2

k2M

"

þ 1

n̄g

!
cϵ;1þcϵ;2

k2

k2M
þcϵ;3fμ2

k2

k2M

"
: ð20Þ

Here, k−1M controls the bias derivative expansion, and we set
it to be ≃k−1NL, which is the scale controlling the expansion
of the dark matter derivative expansion. We set
kg ¼ 0.7 hMpc−1, and n̄g is the mean galaxy density.
In the next-to-last line of Eq. (20), the term in cct

represents a linear combination of a higher derivative bias
[19] that appears in Eq. (12) and the speed of sound of dark
matter [15,16]: δðk⃗; tÞ ⊃ k2δlinðk⃗; tÞ. The terms in cr;1 and
cr;2 represent the redshift-space counterterms [20]:
δredshiftðk⃗; tÞ ⊃ k2μ2δðk; tÞ, k2μ4δðk; tÞ. In the last line of

4The initial formulation of the EFTofLSS was performed in
Eulerian space in [15,16] and then extended to Lagrangian space
in [68]. The dark matter power spectrum was computed at one-,
two-, and three-loop orders in [16,18,82–90]. Some additional
theoretical developments of the EFTofLSS that accompanied
these calculations were a careful understanding of renormaliza-
tion [16,91,92] (including rather subtle aspects such as lattice
running [16] and a better understanding of the velocity field
[82,93]), of the several ways for extracting the value of the
counterterms from simulations [16,94], and of the nonlocality in
time of the EFTofLSS [19,82,84]. These theoretical explorations
also include an instructive study in 1þ 1 dimensions [94]. In
order to correctly describe the BAO peak, an IR resummation of
the long displacement fields had to be performed. This led to the
so-called IR-resummed EFTofLSS [18,64–67]. A method to
account for baryonic effects was presented in [21]. The dark
matter bispectrum was computed at one loop in [95,96], the one-
loop trispectrum in [97], and the displacement field in [98]. The
lensing power spectrum was computed at two loops in [99].
Biased tracers, such as halos and galaxies, were studied in the
context of the EFTofLSS in [19,71,72,100–102] (see also [14]),
and the halo and matter power spectra and bispectra (including all
cross-correlations) in [19,100]. Redshift-space distortions were
developed in [20,22,72]. Clustering dark energy was included in
the formalism in [89,103–105], primordial non-Gaussianities in
[22,100,106–109], and neutrinos in [110,111]. Faster evaluation
schemes for evaluation for some of the loop integrals were
developed in [76].
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linear Kaiser effect

one-loop corrections 
(matter, bias, RSDs)

shot-noise

counterterms  
(matter, bias, RSDs)



EFTofLSS Blind Challenge

In Fig. 6 the team shows that the data are well fitted by
the theoretical model with the best-fit parameters, with
−2 logL=dof ¼ 16=ð24 − 6Þ, corresponding to a very
good p-value.8 In the lower panel, different contributions
to the best-fit power spectra are shown to check the
self-consistency of the perturbative expansion. It is apparent
that the one-loop term is safely less than 10%of the linear one
at all k’s. In addition to the one-loop term, an estimate of the
two-loop contribution, i.e., P2

1−loop=Plin, is shown: clearly, at
least for the quadrupole, this estimate is of the order of the
error on the data at the highest k. This is an additional
indication that, for roughly kmax ≳ 0.12 − 0.14 hMpc−1, the
one-loop model will not be an accurate description of the
data, and parameter estimation will suffer from theory
systematics.
After unblinding, the West Coast team submitted addi-

tional results at kmax ¼ 0.14; 0.16; 0.18; 0.20 hMpc−1

because it was subsequently decided that it was interesting
to explore the kmax dependence of the theory-systematic
error. In fact, though this was already analyzed by the team
in both their original papers [28,30], the challenge simu-
lation is different and its volume is larger. At the higher

FIG. 4. Upper panel: comparison of the data for the monopole and the quadrupole (with error bars, albeit they are barely visible) with
the best-fit model (left panel) obtained by the East Coast team. The residuals for the monopole and the quadrupole for the best-fit model
with χ2=dof ¼ 12=ð24 − 9Þ are shown in the right panel. Note that the quadrupole data points are slightly shifted for better visibility.
Lower panel: different contributions to the monopole (left panel) and quadrupole (right panel) power spectra. The data errors and the
two-loop estimate are also displayed. We plot the absolute values; some terms are negative.

TABLE I. Baseline results obtained by the East Coast team for
kmax ¼ 0.12 hMpc−1 at z ¼ 0.61. Only the cosmological param-
eters and b1 are shown. Note that Ωm, lnð1010AsÞ, and σ8 in the
lower disjoint table show the results for the derived parameters.

kmax ¼ 0.12 hMpc−1 Best fit Mean $1σ

ΔA1=2=A1=2 × 102 −0.15 −0.16$ 1.0
Δh=h × 102 −0.55 −0.59$ 0.46
Δωm=ωm × 102 0.2 0.15$ 1.4
Δb1=b1 × 102 0.20 0.22$ 1.2
ΔΩm=Ωm × 102 1.3 1.2$ 0.9
Δ lnð1010AsÞ= lnð1010AsÞ × 102 −0.098 −0.11$ 0.69
Δσ8=σ8 × 102 −0.094 −0.022$ 0.928Notice that the likelihood of this team is not Gaussian.

TAKAHIRO NISHIMICHI et al. PHYS. REV. D 102, 123541 (2020)
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will argue shortly, these terms turn out to be irrelevant for
our analysis.
Before closing this section, we also note that we

have implemented IR resummation for all the LPNG
terms entering the power spectra and bispectra models,
following the formalism of time-sliced perturbation theory
[38,44,63,64]. After implementing both IR resummation
and the Alcock-Pazcynski projection effects [65] in our
models for the tree-level bispectrum and the one-loop
power spectra, we numerically compute the Legendre
multipoles of the power spectrum and the bispectrum
monopole, allowing for robust comparison to data.

E. Behavior in a scaling universe

Let us estimate the relative importance of the different
fNL contributions. This can be done using the scaling
universe approach [58,66]. It is based on the fact that the
linear power spectrum in our Universe can be well
approximated by a power law: P11 ∝ ðk=kNLÞnk−3NL with
n ≈ −1.5 for quasilinear wave numbers k ≃ 0.1 hMpc−1.
We also introduced the nonlinear scale kNL ¼ 0.5 hMpc−1

at z ¼ 0.5.
We choose to focus on this particular range for the

following reason. Given that the leading LPNG contribu-
tion is a linear scale-dependent bias enhanced on large
scales, and the LPNG loop corrections dominate the usual
Gaussian loops at low-k, large scales should be crucial for
our analysis. The relative contributions of these terms
diminish compared to the Gaussian loops at small scales,
but the error bars also get smaller. This suggests that the
relative importance of the LPNG corrections should be
maximal at some intermediate wave number scale, which
we choose we to be kref ¼ 0.1 hMpc−1, roughly in the
center of the wave number range that we use in the data
analysis. In what follows, all estimates will be presented
for k ¼ kref.

Assuming that there is a single nonlinear scale in the
problem, the estimates for the total dimensionless galaxy
power spectrumΔ2ðkÞ≡ k3PðkÞ for purely Gaussian initial
conditions give

Δ2ðkÞ¼
!

k
kNL

"
1.5

|fflfflfflfflffl{zfflfflfflfflffl}
Ptree

þ
!

k
kNL

"
3

|fflfflfflffl{zfflfflfflffl}
P1-loop

þ
!

k
kNL

"
3.5

|fflfflfflfflffl{zfflfflfflfflffl}
ctr

þ
!

k
kNL

"
3

|fflfflfflffl{zfflfflfflffl}
stoch

: ð37Þ

Recalling that the Bardeen potential has a nearly scale-
invariant spectrum, we get the following expressions for the
LPNG terms:

Δ2
NGðkÞ ¼ fNLΔϕ

!
k
kNL

"
0.75

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
PNG;fNL
tree-level

þ ðfNLΔϕÞ2|fflfflfflfflfflffl{zfflfflfflfflfflffl}
P
NG;f2

NL
tree-level

þ fNLΔϕ

!
k
kNL

"
2.25

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
PNG
1-loop

: ð38Þ

Evaluating these corrections at the reference scale
kref ¼ 0.1 hMpc−1, we get

Δ2
Ptree

≃0.089; Δ2
P1-loop

¼Δ2
Pstoch

≃8×10−3;

Δ2
Pctr

≃3.6×10−3; Δ2

PNG;fNL
tree-level

≃1.1×10−2×
fNL
300

;

Δ2

P
NG;f2

NL
tree-level

≃1.3×10−3×
!
fNL
300

"
2

; Δ2
PNG
1-loop

≃9.6×10−4×
fNL
300

:

ð39Þ

As expected, we see that the scale-dependent bias con-
tribution PLPNG

tree-level always dominates over PLPNG
1-loop, and it is

FIG. 1. Left panel: “Gaussian” one-loop contributions to the power spectrum monopole at z ¼ 0.61 compared with linear theory. We
take b1 ¼ 1, and the different curves have the corresponding bias parameters set to unity. Right panel: PNG contributions to the power
spectrum monopole at z ¼ 0.61 compared with linear theory. We take fNL ¼ 100 and b1 ¼ 1. The gray curve shows the scale-dependent
bias contribution for bϕ ¼ 1. The remaining curves show the different contributions (P12 and PfNL

22 þ PfNL
13 ) to PNG

1-loop for unit values of
the corresponding bias parameters.
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Test on very large simulation 
volume (600 )  
(i.e. very small error bars) 

The model includes 6 to 8 
nuisance parameters 
(depending on choices) 

All describing the amplitude 
of very similar corrections
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Figure 5. CMB-independent cosmological constraints obtained from this work for the baseline
⌫⇤CDM model, as tabulated in Tab. 2. The ‘FS+BAO’ dataset refers to the combination of full-shape
(FS) modelling of unreconstructed power spectra via a one-loop full-shape model and BAO-modelling
of reconstructed power spectra to compute Alcock-Paczynski parameters, incorporating the theoretical
error methodology of Ref. [66], with a joint sample covariance used to unite the two approaches. The
‘FS’ dataset (equivalent to the full-shape analysis of Sec. 2.3) was presented in Ref. [52] and ‘Planck
2018’ refers to Ref. [1]. This plot shows the cosmological constraints obtained from combination of
four BOSS DR12 data chunks, which are displayed separately in Fig. 6. H0 is quoted in km s�1Mpc�1

units.

a result of the paucity of modes in the large-scale regime, which are particularly sensitive to
ns.

In Fig. 6 we show the constraints obtained from analyzing each of the four data chunks
separately, with corresponding parameters given in Tab. 5 of Appendix B. Note that, even in
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Figure 5. CMB-independent cosmological constraints obtained from this work for the baseline
⌫⇤CDM model, as tabulated in Tab. 2. The ‘FS+BAO’ dataset refers to the combination of full-shape
(FS) modelling of unreconstructed power spectra via a one-loop full-shape model and BAO-modelling
of reconstructed power spectra to compute Alcock-Paczynski parameters, incorporating the theoretical
error methodology of Ref. [66], with a joint sample covariance used to unite the two approaches. The
‘FS’ dataset (equivalent to the full-shape analysis of Sec. 2.3) was presented in Ref. [52] and ‘Planck
2018’ refers to Ref. [1]. This plot shows the cosmological constraints obtained from combination of
four BOSS DR12 data chunks, which are displayed separately in Fig. 6. H0 is quoted in km s�1Mpc�1

units.
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But beyond CDM it gets tough …Λ

Carrilho, Moretti, Portsidou (2023) 
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Figure 7. Marginalized posteriors for the sampled cosmological parameters in the CMB-free analysis
(with a BBN prior on Êb). We use kmax = 0.20 h/Mpc for all 3 multipoles and show both the analysis
with the full shape only (FS) and with both the full shape and the BAO measurement (FS+BAO).
The shape of the w ≠ A contour is due to the physical prior imposed on those parameters, i.e.
sign(A) = sign(1 + w).

Let us now comment on the results themselves. We can immediately see that the
data now appear to prefer a negative value of A, as well as a very low value of the scalar
amplitude, independently of the inclusion of BAO data. This is explained by a very strong
degeneracy between A and As, which is also clearly seen in the posterior plots. Physically,
as A grows more negative, the amplitude of the linear power spectrum increases and As

decreases to compensate, being even lower due to the preference of the data for a low ‡8.
This is compounded by the linear bias also being largely degenerate with the amplitude.
This is seen very clearly in the full contours in figure 18 of appendix B, where we can also
see that the linear bias is very large and is already dominated by its prior in some cases.
Should that prior be relaxed, this degeneracy would likely drive the bias to even larger values,
further reducing the scalar amplitude and increasing A. We can also see in figure 8 that the
preferred value of ‡8 and S8 is equivalently low, given this degeneracy with the bias. Similar
degeneracies are expected to occur in other beyond-�CDM cosmologies and have been seen
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degeneracy between A and As, which is also clearly seen in the posterior plots. Physically,
as A grows more negative, the amplitude of the linear power spectrum increases and As

decreases to compensate, being even lower due to the preference of the data for a low ‡8.
This is compounded by the linear bias also being largely degenerate with the amplitude.
This is seen very clearly in the full contours in figure 18 of appendix B, where we can also
see that the linear bias is very large and is already dominated by its prior in some cases.
Should that prior be relaxed, this degeneracy would likely drive the bias to even larger values,
further reducing the scalar amplitude and increasing A. We can also see in figure 8 that the
preferred value of ‡8 and S8 is equivalently low, given this degeneracy with the bias. Similar
degeneracies are expected to occur in other beyond-�CDM cosmologies and have been seen
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Let us now comment on the results themselves. We can immediately see that the
data now appear to prefer a negative value of A, as well as a very low value of the scalar
amplitude, independently of the inclusion of BAO data. This is explained by a very strong
degeneracy between A and As, which is also clearly seen in the posterior plots. Physically,
as A grows more negative, the amplitude of the linear power spectrum increases and As

decreases to compensate, being even lower due to the preference of the data for a low ‡8.
This is compounded by the linear bias also being largely degenerate with the amplitude.
This is seen very clearly in the full contours in figure 18 of appendix B, where we can also
see that the linear bias is very large and is already dominated by its prior in some cases.
Should that prior be relaxed, this degeneracy would likely drive the bias to even larger values,
further reducing the scalar amplitude and increasing A. We can also see in figure 8 that the
preferred value of ‡8 and S8 is equivalently low, given this degeneracy with the bias. Similar
degeneracies are expected to occur in other beyond-�CDM cosmologies and have been seen
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using the instantaneous decoupling value instead of the de-
fault one results in a 0.01% difference on the value of the
Hubble rate at z = 100.

In this work we will limit ourselves, for simplicity, to the
case of N⌫ = 3 degenerate massive neutrinos of total mass

M⌫ ⌘
N⌫X

i=1

m⌫,i . (7)

Under this assumption, the evolution of the neutrino con-
tribution to the expansion rate of the Universe can be ex-
pressed therefore as

⌦⌫(z)E
2(z) =

15
⇡4

�4

⌫ N⌫ ⌦�,0 (1 + z)4

⇥ F

M⌫/(�⌫ N⌫ kB T�,0)

1 + z

�
,

(8)

where E(z) describes the time dependence of the Hubble
rate, such that H(z) ⌘ H0E(z).

Eq. (8) is the expression we will adopt to describe the
neutrino energy density, accounting for both the radiation
and matter behaviour at different epochs. The Hubble pa-
rameter will therefore be given by

H(z) = H0[⌦�,0(1 + z)4 + ⌦cb,0(1 + z)3+

+⌦⌫(z)E
2(z) + ⌦⇤]

1/2
,

(9)

where ⌦cb,0 and ⌦⇤,0 represent the present cold matter and
cosmological constant relative contributions to the energy
density. ⌦�,0, instead, represents the residual contribution
of photons, given by

⌦�,0 h
2 = 2.469⇥ 10�5

, (10)

obtained from eq. (1) in terms of the CMB temperature,
assuming T�,0 = 2.7255 K.1

In the non-relativistic, late-time limit m⌫,i � T⌫,0(1 +
z), or for z ⌧ znr with the redshift of non-relativistic tran-
sition znr estimated as

1 + znr ' 1890
m⌫,i

1 eV
, (12)

one obtains F ! y
3

2
⇣(3), where ⇣ is the Riemann zeta func-

tion so that

⇢⌫(z) =
45
2⇡4

⇣(3)
�4

⌫ ⇢�(z)
T⌫,0(1 + z)

M⌫ ⌘ n⌫(z)M⌫ , (13)

n⌫(z) being the neutrino number density. In other words, at
late times neutrinos can be assimilated to an additional mat-
ter component. Dividing eq. (13) by the critical density one
obtains the well-known expression for the neutrino energy
density as a function of the total neutrino mass

⌦⌫,0h
2 =

M⌫

93.14 eV
. (14)

1 We remark that in a ⇤CDM cosmology with massless neutrinos,
in the computation of the Hubble function expressed as in eq. (9),
the neutrino energy density parameter is not given by eq. (8) but
by its relativistic limit,

⌦⌫(z)E
2(z) = Ne↵

7

8

✓
4

11

◆
4/3

⌦�,0(1 + z)4, (11)

and will therefore contribute, to all effects, to the radiation energy
density.

2.2 Matter perturbations in two-fluid
approximation

A two-fluid approximation to describe the evolution of cou-
pled cold matter and massive neutrino perturbations has
been studied by Shoji & Komatsu (2010). More recently,
Blas et al. (2014) considered this approximation to describe
the evolution at relative low redshift (z ⌧ znr) in order to
compute perturbative predictions for the subsequent nonlin-
ear evolution. By matching the approximate solution to the
exact Boltzmann solution at z = 25 they recover a z = 0 lin-
ear prediction with an accuracy, at k = 0.1hMpc�1, of 0.1%
and and 1% respectively for the cold matter and neutrino
components.

We should notice that in practical applications, sub-
percent accuracy in the determination of neutrino pertur-
bations is not required. In fact, in the first place, in the
expression for the total matter power spectrum

Pm(k) = (1� fnr
⌫ )2 Pcb(k) + 2 (1� fnr

⌫ ) fnr
⌫ Pcb,⌫(k)

+ (fnr
⌫ )2 P⌫(k) (15)

the contributions of the cross-power spectrum between cold
matter and neutrinos, Pcb,⌫(k), and of the neutrino power
spectrum, P⌫(k), are suppressed respectively by one and two
powers of the massive neutrino fraction

fnr
⌫ (z) ⌘ ⌦nr

⌫ (z)
⌦m(z)

(16)

with respect to the contribution of the cold-matter power
spectrum Pcb(k). In addition, in particle-based simulations,
the initial power spectrum of neutrino particles is usually
wiped-out at the first time-step by the effect of thermal ve-
locities and recovered dynamically only at later times.

We now introduce the equations describing the evolu-
tion of cold matter and neutrino fluctuations. In our treat-
ment, perturbations in the massive neutrino density will con-
tribute to the gravitational potential and therefore affect the
growth of cold matter perturbations. For the cold matter, at
linear order, the continuity and Euler equations can be ex-
pressed as those of a pressure-less fluid (see, e.g. Bernardeau
et al. 2002)

@�cb

@t
+

✓cb

a
= 0 , (17)

@✓cb

@t
+H✓cb = �1

a
r2

� , , (18)

where �cb = �⇢cb/⇢̄cb is the cold matter density contrast
and ✓cb ⌘ r · vcb is the divergence of its peculiar velocity
field. Regarding the neutrinos, the two-fluid approximation
consists in assuming that neutrino perturbations as well are
described just in term of two variables, that is the density
and velocity divergence, satisfying the same equations
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� , (20)

with the difference that the Euler equation accounts for an
effective sound speed cs given by (Blas et al. 2014)

cs =
�p⌫

�⇢⌫
' 134.423 (1 + z)

✓
1 eV
m⌫

◆
km s�1

. (21)
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Neutrinos in the early Universe (at high 
temperature) are kept in equilibrium with 
other species by weak interactions

Fermi-Dirac distribution
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when they are still ultra relativistic

Two regimes: 

• At high redshift they 
(mostly) contribute to the 
radiation energy density 

• At low redshift they (mostly) 
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using the instantaneous decoupling value instead of the de-
fault one results in a 0.01% difference on the value of the
Hubble rate at z = 100.

In this work we will limit ourselves, for simplicity, to the
case of N⌫ = 3 degenerate massive neutrinos of total mass

M⌫ ⌘
N⌫X

i=1

m⌫,i . (7)

Under this assumption, the evolution of the neutrino con-
tribution to the expansion rate of the Universe can be ex-
pressed therefore as
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where E(z) describes the time dependence of the Hubble
rate, such that H(z) ⌘ H0E(z).

Eq. (8) is the expression we will adopt to describe the
neutrino energy density, accounting for both the radiation
and matter behaviour at different epochs. The Hubble pa-
rameter will therefore be given by

H(z) = H0[⌦�,0(1 + z)4 + ⌦cb,0(1 + z)3+

+⌦⌫(z)E
2(z) + ⌦⇤]
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where ⌦cb,0 and ⌦⇤,0 represent the present cold matter and
cosmological constant relative contributions to the energy
density. ⌦�,0, instead, represents the residual contribution
of photons, given by

⌦�,0 h
2 = 2.469⇥ 10�5

, (10)

obtained from eq. (1) in terms of the CMB temperature,
assuming T�,0 = 2.7255 K.1

In the non-relativistic, late-time limit m⌫,i � T⌫,0(1 +
z), or for z ⌧ znr with the redshift of non-relativistic tran-
sition znr estimated as

1 + znr ' 1890
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, (12)

one obtains F ! y
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⇣(3), where ⇣ is the Riemann zeta func-

tion so that
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n⌫(z) being the neutrino number density. In other words, at
late times neutrinos can be assimilated to an additional mat-
ter component. Dividing eq. (13) by the critical density one
obtains the well-known expression for the neutrino energy
density as a function of the total neutrino mass

⌦⌫,0h
2 =

M⌫

93.14 eV
. (14)

1 We remark that in a ⇤CDM cosmology with massless neutrinos,
in the computation of the Hubble function expressed as in eq. (9),
the neutrino energy density parameter is not given by eq. (8) but
by its relativistic limit,
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and will therefore contribute, to all effects, to the radiation energy
density.

2.2 Matter perturbations in two-fluid
approximation

A two-fluid approximation to describe the evolution of cou-
pled cold matter and massive neutrino perturbations has
been studied by Shoji & Komatsu (2010). More recently,
Blas et al. (2014) considered this approximation to describe
the evolution at relative low redshift (z ⌧ znr) in order to
compute perturbative predictions for the subsequent nonlin-
ear evolution. By matching the approximate solution to the
exact Boltzmann solution at z = 25 they recover a z = 0 lin-
ear prediction with an accuracy, at k = 0.1hMpc�1, of 0.1%
and and 1% respectively for the cold matter and neutrino
components.

We should notice that in practical applications, sub-
percent accuracy in the determination of neutrino pertur-
bations is not required. In fact, in the first place, in the
expression for the total matter power spectrum

Pm(k) = (1� fnr
⌫ )2 Pcb(k) + 2 (1� fnr

⌫ ) fnr
⌫ Pcb,⌫(k)

+ (fnr
⌫ )2 P⌫(k) (15)

the contributions of the cross-power spectrum between cold
matter and neutrinos, Pcb,⌫(k), and of the neutrino power
spectrum, P⌫(k), are suppressed respectively by one and two
powers of the massive neutrino fraction

fnr
⌫ (z) ⌘ ⌦nr

⌫ (z)
⌦m(z)

(16)

with respect to the contribution of the cold-matter power
spectrum Pcb(k). In addition, in particle-based simulations,
the initial power spectrum of neutrino particles is usually
wiped-out at the first time-step by the effect of thermal ve-
locities and recovered dynamically only at later times.

We now introduce the equations describing the evolu-
tion of cold matter and neutrino fluctuations. In our treat-
ment, perturbations in the massive neutrino density will con-
tribute to the gravitational potential and therefore affect the
growth of cold matter perturbations. For the cold matter, at
linear order, the continuity and Euler equations can be ex-
pressed as those of a pressure-less fluid (see, e.g. Bernardeau
et al. 2002)
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where �cb = �⇢cb/⇢̄cb is the cold matter density contrast
and ✓cb ⌘ r · vcb is the divergence of its peculiar velocity
field. Regarding the neutrinos, the two-fluid approximation
consists in assuming that neutrino perturbations as well are
described just in term of two variables, that is the density
and velocity divergence, satisfying the same equations
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with the difference that the Euler equation accounts for an
effective sound speed cs given by (Blas et al. 2014)
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Cold and Total matter

2 Background

Through-out this work we will use “cold” to denote the actual cold dark matter component as well
as baryons. We distinguish this CDM component from neutrinos which are characterized by large
thermal velocities.

2.1 Cosmological neutrinos

For excellent reviews of neutrinos in cosmology see [28, 29]. For our purposes, the key elements are
as follows.

Neutrinos decouple in the early universe as ultra-relativistic particles. They then behave like
radiation, until they become non-relativistic at a redshift znr given by

1 + znr(m�) ⌥ 1890
� m�

1 eV

⇥
, (2.1)

where m� is the neutrino mass. Thereafter, the total dark matter (DM) background density is given
by �m = �cdm+�� . It is convenient to think of a perturbation �m in the total DM field as a weighted
sum of the fluctuations �cdm and �� in the CDM and ⇤ fields:

�m ⇥ (1 � f�) �cdm + f� �� , where f� ⇥ ��/�m. (2.2)

In what follows, we will use Pmm(k) to denote the power spectrum of the total field, Pcc(k) and
P��(k) the power spectra of the CDM and ⇤ fields, and P�c(k) the cross-power between the two fields.
Therefore,

Pmm(k) = (1 � f�)
2 Pcc(k) + f2

�P��(k) + 2f�(1 � f�)P�c(k). (2.3)

The growth of neutrino fluctuations is governed by their free streaming length ⇥fs, below which
perturbations are washed out. At early times (z > znr) ⇥fs is of the order of the horizon scale.
However, after the non-relativistic transition,

⇥fs(m� , z) = a

⇤
2⌅

kfs

⌅
⌥ 7.7

1 + z

(�� + �m(1 + z)3)1/2

⇤
1 eV

m�

⌅
h�1 Mpc . (2.4)

The free streaming length has a minimum at z = znr

knr = kfs(znr) ⌥ 0.018�1/2
m

� m�

1 eV

⇥
hMpc�1 . (2.5)

At k ⌅ knr, the CDM and ⇤ fields are tightly coupled, so Pcc ⇤ P�� ⇤ P�c making Pmm ⌃ Pcc. At
su⇥ciently large k, there is no power in the ⇤ field, so Pmm ⌃ (1 � f�)2 Pcc. Thus,

Pmm(k) =

⇧
Pcc(k) if k < knr
(1 � f�)2 Pcc(k) if k ⇧ knr .

(2.6)

These limiting cases suggest that the CDM and matter fields are actually rather similar when f� ⌅ 1
is small. One measure of this is the cross-correlation coe⇥cient

rcm ⇥ Pcm⌦
PccPmm

. (2.7)

Since
Pcm = ��c�m = ��c((1 � f�)�c + f���) = (1 � f�)Pcc + f�Pc� , (2.8)

and
⌃

Pcc Pmm =
⌃
(1 � f�)2P 2

cc + f2
�P��Pcc + 2f�(1 � f�)Pc�Pcc

= (1 � f�)Pcc + f�Pc� +O(f2
� ) = Pcm +O(f2

� ) , (2.9)
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A fraction of dark matter is not cold:
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�FS ⇠ 1/kFS

The free-streaming scale is fairly large (almost linear scales!) for viable 
values of the neutrino mass, kFS ≲ 0.1h Mpc−1

2

results to the results with the fluid approximation, i.e.,
solutions with the higher multipole moments (l ≥ 3) ig-
nored. Then, we shall examine the ranges of applicability
of fluid approximation in both spatial and time scales, as
a function of neutrino masses.
The rest of this paper is organized as follows. In § II,

we briefly review the effects of massive neutrino free-
streaming on the structure formation of the universe. In
§ III, we provide the basic fluid equations and the lin-
earized Boltzmann equation required for our theoretical
flame work. In § IV, we briefly discuss the analytic so-
lutions of the Boltzmann equation for collision-less par-
ticles. In § V, we compare the exact solutions of the
Boltzmann equations with the fluid approximation, and
discuss the limitation of the fluid approximation for sev-
eral masses of massive neutrino. Finally, in § VI, we
discuss the implications of our results and conclude. In
Appendix A, we discuss how to define the free-streaming
scale starting from the fluid equations. In Appendix B,
we give the detailed derivation of the exact solution of
the Boltzmann equation both for massless and massive
neutrinos. Even though our main interest is in massive
neutrinos, our results shown here are also applicable to
collision-less particles in general, whose time evolution of
the perturbed phase space distribution follows the lin-
earized collision-less Boltzmann equation with the zero-
th order phase space distribution function being frozen at
sufficiently early time (i.e., we set the initial conditions
of the neutrino transfer function after the decoupling of
neutrino, ∼ 1 MeV).

II. THE FREE-STREAMING OF THE MASSIVE
NEUTRINO

We are interested in the mass range of 0.05 < mν,i <
0.58 eV for the most massive species of neutrinos, which
became non-relativistic well after the matter radiation
equality. The mass density of the massive neutrinos rel-
ative to the total matter density is given by

fν ≡
Ωνh2

Ωmh2
=

1

Ωmh2

∑

i mν,i

94.1eV
, (5)

where the summation is taken over the different species
of neutrinos. Neutrinos become non-relativistic when the
mean energy per particle of neutrinos in the relativistic
limit,

⟨E⟩ ≡

∫

d3p p (exp[p/Tν(z)] + 1)−1

∫

d3p (exp[p/Tν(z)] + 1)−1

=
7π4

180ζ(3)
Tν ≃ 3.15Tν, (6)

falls below mν,i. By solving 3.15Tν,0(1+ znr) = mν,i, one
finds the redshift of relativistic to non-relativistic transi-
tion epoch, znr, as

1 + znr,i ≃ 1890
(mν,i

1eV

)

, (7)

for the i-th neutrino species.
The density fluctuation of neutrinos cannot grow

within the horizon size until neutrinos become non-
relativistic. Once neutrinos become non-relativistic, the
neutrino density fluctuation begins to grow on scale
greater than the so called “free-streaming scale,” which
is set by the velocity dispersion of neutrinos:

σ2
ν,i(z) ≡

∫

d3p p2/m2
ν,i(exp[p/Tν(z)] + 1)−1

∫

d3p (exp[p/Tν(z)] + 1)−1

=
15ζ(5)

ζ(3)

(

4

11

)
2
3 T 2

γ,0(1 + z)2

m2
ν,i

, (8)

where p is the proper momentum of the massive neutrino
(see Appendix of [41]).
The wavenumber corresponding to the free-streaming

scale, kFS, is defined by the single-fluid continuity and
Euler equations:

δ̇(k, τ) + θ(k, τ) = 0 (9)

θ̇(k, τ) +H(τ)θ(k, τ) +

[

3

2
H2(τ)− k2c2s (τ)

]

δ(k, τ) = 0,

(10)

where 1

kFS,i(z) ≡

√

3

2

H(z)

cs(z)
≃

√

3

2

H(z)

σν,i(z)

≃
0.677

(1 + z)2

(mν,i

1 eV

)

[Ωm(1 + z)3 + ΩΛ]
1
2 h Mpc−1.

(11)

Here, derivatives are with respect to a conformal time,
dτ = dt/a, H(τ) ≡ ȧ(τ)

a(τ) , and θ(k, τ) is a velocity di-

vergence of the fluid. Note that Eq.(8) assumes that
neutrinos are non-relativistic.
In Figure 1, we show kFS,i from Eq.(11) (dotted line),

comoving horizon scale, aH(a), (thick solid line) and
kFS,i calculated numerically from Eq.(8), where mν,i is

replaced by
√

p2 +m2
ν,i (thin solid line). In this figure,

we use mν,i = 0.13 eV.
We find that the free-streaming scale is close to the

horizon size until the relativistic to non-relativistic tran-
sition of a neutrino, and once the neutrino becomes
non-relativistic, the free-streaming scale decreases as
kFS(a) ∝ a1/2. Let us examine the evolution of the neu-
trino density fluctuations at three length scales:

1 Here, we say cs ≃ σν,i; however, strictly speaking, the velocity
dispersion defined in Eq.(8) should not be used to define the free-
streaming scale, kFS, as the Euler equation contains sound speed,
c2s ≡

δP
δρ

, not the velocity dispersion. In the non-relativistic

limit, we have cs =
√

5

3
σν,i ≃ 0.745σν,i. We derive this relation

in Appendix A.

kFS,i

The neutrino free-streaming scale

and it is time-dependent! This means that the growth factor and growth rate 
are now, in turn, scale-dependent 

D(a), f(a) → D(a, k), f(a, k)



the suppression of the power 
spectrum due to neutrinos 
is proportional to the (total) 
neutrino mass

neutrino mass as

⌦⌫ =

P
m⌫

93.14h2 eV
, (2.3)

where the proportionality factor depends on the assumed photon temperature and neutrino to photon
temperature ratio and it should be evaluated numerically in the most general case [35]. As a result,
at late times, i.e. z ⌧ znr, the e↵ect of neutrinos on the expansion rate of the Universe is completely
degenerate with a change of the CDM and baryon components.

On the other hand, at the perturbation level massive neutrinos have a peculiar e↵ect on matter
density fluctuations. Defining the density contrasts for neutrino and CDM respectively as �⌫ = �⇢⌫/⇢̄⌫
and �c = �⇢c/⇢̄c, where the total mass density is ⇢m = ⇢̄m + �⇢c + �⇢⌫ , ⇢̄m = ⇢̄c + ⇢̄⌫ being the total
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which shows that the neutrino fraction has a direct impact on the total matter power spectrum by
modifying the relative contributions of the two components. Eqs. (2.2) to (2.5) introduce the notation
adopted throughout the rest of the paper.

Over the age of the Universe, neutrinos travel an average distance that depends on their thermal
velocity and, in turn, on their mass. This free streaming length determines the scale below which
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Notice that, for particles becoming non-relativistic during matter domination, as it is usually
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Particle-based … 
Brandbyge et al. (2008), Viel et al. (2010) 
Ali-Haïmoud & Bird (2013)  

shot-noise ? 

Numerical Simulations with neutrinos

Grid-based 
Brandbyge et al. (2008), Viel et al. (2010) 

Ali-Haïmoud & Bird (2013)  

neutrino perturbations  
are linear by constructions

�L⌫ (xi)

… and mixed … 
Brandbyge et al. (2009), Banerjee & Dalal (2016) 

… and relativistic 
Adamek et al. (2017)

Massive neutrinos simulations are not simple … 



Nonlinear neutrinos effect
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Figure 8. Comparison between the nonlinear power spectra measured in two ⇤CDM models (blue
curves) with �8 = 0.68 (continuous) and �8 = 0.70 (dashed) against the same quantity measured in
massive neutrinos models (red curves) with �8,mm = 0.68 (continuous) and �8,cc = 0.70 (dashed).
All the quantities are shown as ratios to the power spectrum for a ⇤CDM model with �8 = 0.83 to
compare the shape of the suppression resulting from either a lower overall normalisation or neutrino
e↵ects. Measurements for this figure only are from the simulations of [74].

The halo mass function, i.e. the number density n(M) of halos of mass between M and
M + dM , is often expressed as

n(M) =
⇢̄c
M

f(�, z)
d ln��1

dM
dM , (5.1)

where most of the cosmological information is encoded in the variance of the matter distri-
bution in the linear regime

�2(R, z) =

Z
d3k P (k, z)W 2

R(k) , (5.2)

smoothed on the scale R with a Top-Hat filter in real-space WR(k).7 The function f(�, z)
can be either predicted in the Press-Schechter framework [85] (see [86, 87] for recent results)
or fitted to numerical simulations (see, e.g. [88–90]). The smoothing scale and the halo mass
M are related by the choice of the filter W (kR), and, in the Top-Hat case, is given by

M =
4⇡

3
⇢̄cR

3 . (5.3)

Let us notice that in eq. (5.1) as in eq. (5.3), in the case of massive neutrino models, we need
to use the background density of the cold (rather than total) matter component ⇢̄c to define
halo masses, since, as largely shown in the literature, the contribution of neutrinos (both
bounded and unbounded) to the mass of CDM halos is completely negligible [25, 45, 91].

Another potential ambiguity in massive neutrino scenarios is that the variance �(R, z)
in eq. (5.1) could in principle be computed for cold or total matter perturbations. However,
as shown in [25, 26], the halo mass function is well described by analytic predictions, and by

7To partially remove volume e↵ects we use the fundamental frequency of the box, kf = 2⇡/2000hMpc�1,
as the lower integration limit in eq. (5.2).
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Galaxy bias with neutrinos
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Verdiani et al. (in prep.)

+ bias (loop) 
corrections

Kaiser effect with neutrinos

    or       ?δg = b δc − μ2 θm

ℋ
δg = b δc − μ2 θc

ℋ
Take simulations: which ansatz correctly recovers the linear growth rate?
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Bellini, Verdiani, 
Moretti et al.  
(in prep.)

Model validation against numerical simulations

• FS  model reaches 
 for a cumulative 

volume of  at 



• Need priors from the CMB to 
have a detection.

P + B
0.18 h/Mpc

25 (Gpc/h)3

z = 0.5

7

Tests on mock galaxies “with ”MνE. Bellini ++

Few works, so far, in the 
literature: 

• Noriega et al. (2020)  
no galaxies, only halos, only power 
spectrum 

• Noriega et al. (2024), Maus et al. 
(2024), DESI mock galaxies, only 
power spectrum 

We use two large sets of 
simulations: Quijote & 
DEMNUni 

and include the bispectrum 
(and the real-space power 
spectrum Q) … still, Planck 
priors are necessary 



Nonlinear galaxy 
power spectra and 
corresponding linear 
power spectrum (from 
the full fit) 
 
No clear feature of the 
free-streaming scale 

 

 
The same modelling 
can be extended to 
composite dark matter 
(coming up!)
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We know have a model 
that allows us to 
marginalise over all (?) 
nonlinear effects  
 
More should be done, 
maybe in terms of 
informative priors and 
probe combinations 

The role of N-body 
simulations will be 
crucial in the future  
(in fact it goes both 
ways …) 
 

Conclusions
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Figure 8. Top left panel : constraints in the ns-
P

m⌫ plane. The blue dashed contours show the 68%
and 95% credible intervals for the fiducial DESI (FS+BAO) dataset, accompanied, as usual, by the
BBN prior on ⌦bh

2 and a loose prior on ns. The filled blue contours illustrate the improvement when
the ns prior is tightened to be that from Planck (rather than 10 times weaker). The dashed orange
contours show the results from CMB without the lensing reconstruction, while the filled orange con-
tours show the constraints from CMB with lensing. Finally, the green contours show the DESI+CMB
combination. Top right panel : constraints in the H0-

P
m⌫ plane for the same data combinations as

in the top left panel, illustrating that the DESI+CMB combination breaks the geometric degeneracy
between H0 and

P
m⌫ . Bottom left panel : one-dimensional posteriors on the sum of the neutrino

masses. We show constraints from DESI (FS+BAO) alone, CMB alone, and DESI+CMB for three
alternative choices of the CMB likelihood. The minimal masses for the normal or inverted mass or-
dering scenarios, corresponding respectively to

P
m⌫ � 0.059 eV and

P
m⌫ � 0.10 eV, are shown by

the vertical dashed lines and the shaded regions. Bottom right panel : same as for the bottom left
panel, but for the w0waCDM background and showing constraints from the combination of DESI,
CMB, and SN Ia as labelled.
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DESI neutrino results



Problems with Standard PT

• No small parameters (unlike QED) 

• The expansion is ill-defined 

• The convergence of the loop integrals is accidental …  



Effective Field Theory of Large-Scale Structure
We still have the problem of how to deal with the small scale dynamics, or, more 
precisely, the effect of small scales on large-scale  perturbations

Baumann, Nicolas, Senatore & Zaldarriaga (2010) 
Carrasco, Hertzberg & Senatore (2012)

Even assuming a 
vanishing stress-tensor, 

  
(as we did in the single-
stream approximation),  
small-scale dynamics 
induces an  
effective stress tensor, 
affecting the large-scale 
perturbations 

σij = 0

JCAP07(2012)051

effective theory
short modeslong modes
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Figure 2. The locally conserved e↵ective stress-energy tensor of small-scale non-linearities, [⌧µ⌫ ]⇤,
sources the quasi-linear structures of the long-wavelength universe.

the e↵ects are hence dominated by small scales with characteristic momentum q?. Since we
are interested in the theory at scales k much larger than the scale of non-linearities q?, we
define an e↵ective long-wavelength theory by ‘integrating out’ short-wavelength modes below
a scale ⇤ ⌧ q?. Here, integrating out short-wavelength fluctuations amounts to smoothing
the equations of motion and taking expectation values of the short-wavelength modes in the
presence of long-wavelength perturbations, so that one is left with equations in terms of only
the long-wavelength modes.16 In real space, the smoothing of perturbations corresponds to
a convolution of all fields X ⌘ {⇢,�, , ⇢v} with a window function W⇤,17

X` ⌘ [X]⇤(x) =

Z
d
3x0

W⇤(|x� x0
|)X(x0) . (4.1)

This allows us to split all fields into long and short modes,

X = X` +Xs . (4.2)

16Taking the expectation value of the short modes isn’t strictly necessary. The backreaction of the short-
wavelength modes on the long-wavelength modes could also be dealt with on a realization by realization basis.

17We could equally have defined the smoothing with respect to the physical background volume by
including a factor of

p
g = a

3
e
�3� in the integral in (4.1), while at the same time adjusting our split into

linear and non-linear terms of the smoothed Einstein equation — i.e. defining the split into linear and
non-linear terms after the smoothing. The choice of smoothing in (4.1) has the advantage that the split
into linear and non-linear terms can be performed before the smoothing and that it leads to a simple
interpretation of the total energy associated with the small-scale structures (see below). Although there is
some freedom in the smoothing procedure, the final physical interpretation of the result is unique: what
sources the long-wavelength universe is the locally conserved stress-energy tensor.

Finally, we remark that at the order of expansion we are working in (i.e. linear in metric perturbations and
quadratic in velocities), smoothing of ⌧µ⌫ with respect to the background volume is the same as smoothing
with respect to the physical volume — except for the smoothing of the velocity-independent part of the 00-
component, [⇢]⇤, which receives a correction of order [�⇢]⇤. However, even for this single term the di↵erence
can be absorbed into an appropriate definition of the physical mass density ⇢m (see eq. (4.8) below), such
that

R
d
3x ⇢m =

R
d
3x

p
g ⇢̃m. Hence, the final physical answer is unambiguous.
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Effective Field Theory of Large-Scale Structure

with the effective stress-tensor depending on large-scale fluctuations

We can expect an additional term in Euler equation

FT

our nonlinear solution for the matter density becomes

with  a free parameter … c0



The one-loop power spectrum in the EFTofLSS

The 2-point correlator gains a new contribution

A counterterm regularising the one-loop integrals

The value of  ensures the convergence of the integrals. In practice this is 
a nuisance parameters to be fixed in the comparison with data or 
simulations 

c0


