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After 2020, FLUKA changes its policy to publish MC 
results. We decided to take our CNAO 2017 data and 
compare our results to the FLUKA MC predictions.  
In order to do so, we had (and had the opportunity) to 
refine the analysis:

The Rationale of a Reanalysis

• improvement on the evaluation of the kinetic energy 
at production: unfolding technique instead of 
analytical evaluation 

• improvement of the particle identification efficiency:  
not averaged but binned in kinetic energy at 
production 

• improvement on the systematic error evaluation (and 
MC closure test done to assess the reliability of the 
computed efficiencies) 
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We can’t avoid saying 
that this is a reanalysis. 
There are already 
published data on the 
same dataset. 
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The fragmentation cross sections of carbon ion beams with a kinetic energy of72

115 � 353 MeV/u impinging on thin targets of graphite (C), PMMA (C2O5H8)73

and polyvinyl-toluene (C9H10) have been measured at 90� and 60� at the CNAO74

particle therapy center (Pavia, Italy). Cross sections on elemental targets exploit-75

ing the target subtraction method have already been published1. The presented76

measurement is a complete reanalysis by the FOOT collaboration2 of the already77

published data on composite targets, in order to refine the analysis, improve the78

systematic uncertainties and show the comparison with the FLUKA Monte Carlo79

code calculations. In this work, the kinetic energy at production of measured frag-80

ments has been completely redefined, together with the e�ciencies computation.81

The new analysis strategy has been successfully validated against the true MC cross82

sections. Two detection arms were positioned at two di↵erent angles to perform the83

measurement at 90� and 60�. The fragment species has been identified in charge84

(Zid = H, He) and mass (Mid = 1H, 2H, 3H) combining the information of the de-85

posited energy in thin plastic scintillators, of the deposited energy in a thick LYSO86

crystal and of the fragments Time of Flight (ToF) measurement. The ToF was87

also used to compute the fragments measured kinetic energy. The cross sections88

are presented as a function of the fragments production kinetic energy thanks to89

an unfolding technique applied to data.90

Keywords: Suggested keywords91

INTRODUCTION92

Particle Therapy (PT) is the external radiation therapy technique that exploits protons93

and carbon ion beams to treat especially deep-seated solid tumors close to organs at risk3.94

In particular, carbon ions are used to treat radio-resistant tumors thanks to their higher95

biological e↵ectiveness in killing cancerous cells with respect to photons and protons4, but96

hadrons with a mass number A > 1 may undergo fragmentation in the nuclear interaction97

with patients tissue nuclei. Fragments with high mass will be produced at small angles98

with respect to the projectile incident direction, causing the dose tail beyond the Bragg99

peak, while low mass fragments such 1H, 2H and 3H can be produced even at large angles,100

depositing their dose far from the beam trajectory. The knowledge of the production of101

Z = 1 fragments at large angles is of interest also for beam range monitoring techniques102

based on the detection of charged secondary fragments5 and for radio-protection purposes103

on long term space missions6,7. Treatment plans based on simulations both with analytical104

and Monte Carlo (MC) approaches8 su↵er for the uncertainties on the Relative Biological105

E↵ectiveness (RBE) assessment, due to the large uncertainties on the knowledge of the pro-106

duction fragmentation cross section of 80 - 400 MeV/u 12C ion beam, both at experimental107

level and in the related calculation models9. Several measurements up to 95 MeV/u beam108

energy, with a detection angle below 45�, have been performed by other research groups10.109

Background and measurement 
motivation.

Motivation of the reanalysis 
and description of the paper 
Sections.
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In this paper, the cross section measurements for the production of Z = 1 fragments110

(protons, deuterons and tritons), detected at large angles (90� and 60�), from the interaction111

of 115 � 353 MeV/u 12C ion beams with a graphite (C), polyvinyl-toluene (EJ-212 from112

Scionix11, CH in the following) and polymethyl-methacrylate (PMMA) targets are reported.113

The experimental data of the cross section of 12C ion beam on carbon (C), oxygen (O)114

and hydrogen (H) elemental targets at large angle have been already published1 by the115

FOOT collaboration2, exploiting the composite targets subtraction method from the cross116

section of 12C ion beam impinging on C, CH and PMMA targets, from a data taking117

performed at the CNAO therapy center (Pavia, Italy). In this work a reanalysis of the118

same dataset is performed, motivated by an improvement in the whole analysis strategy,119

in particular in the e�ciency computation, in the extraction of the kinetic energy through120

a new unfolding technique and in the systematic uncertainties evaluation. In Section I the121

experimental setup and configurations are described, in Section II the data analysis strategy122

is presented. The computation of the fragment kinetic energy at production has been123

implemented exploiting an unfolding technique of the measured fragment kinetic energy124

(see Section IIA 1), while in the already published data an analytic function was applied125

for the measured kinetic energy correction. Moreover, instead of computing a fragment126

identification e�ciency averaged on the kinetic energy at production of fragments, in the127

presented analysis the fragment identification e�ciency is modulated as a function of the128

fragment production kinetic energy (see Section II B 2). The systematic error evaluation has129

been discussed in Section IIC. In Section III the results are reported and the comparison130

with FLUKAMonte Carlo code12,13 predictions is also shown for the first time and discussed131

in Section IV.132

I. EXPERIMENTAL CONFIGURATIONS133

The double di↵erential fragmentation cross sections of 12C ion beam over C, CH and134

PMMA thin targets (see Table I) have been measured, exploiting five beam energies:135

115 MeV/u, 150 MeV/u, 221 MeV/u, 279 MeV/u and 351 MeV/u. The beam intensity136

was the therapeutical one (⇠ 108 ions/s). Each target, placed at 45� with respect to the137

incoming beam direction (thY = Thickness ·
p
2), was impinged by ⇠ 5 · 1010 ions.138

Target Composition Thickness thY Density
[mm] [mm] [g/cm3]

PMMA C5O2H8 2 2.8 1.19
Graphite C 1 1.4 0.94
Polyvinyl-toluene C9H10 2 2.8 1.024

TABLE I. Targets composition and parameters1.
139

140

The experimental setup is shown in Fig. 1: at 90� and 60�, two detection arms (Arm1141

and Arm2) were placed for the simultaneous detection of secondary charged fragments. In142

each arm, two thin plastic scintillators, 2 mm thick (STSa and STSb), were used for the143

Time of Flight (ToF) and energy loss measurement of the fragments, while a LYSO crystal144

4 ⇥ 4 ⇥ 8 cm3 was used as calorimeter for the fragments kinetic energy measurements.145

The Data AcQuisition (DAQ) trigger was the logic OR of the trigger of Arm1 and Arm2.146

The trigger of Arm1(2) was the logic AND of the STSa and STSb discriminated signals147

of Arm1(2) (more details on the experimental setup are given in1). For each trigger, the148

fragments considered for the analysis are the ones whose correspond to an energy release in149

both the STSs and in the LYSO.150

4

FIG. 1. Sketch of the experimental setup (not to scale)1.

II. METHODS151

The di↵erential cross section computed as a function of the fragment kinetic energy at152

production (Ek) and measured at ✓ = 60�, 90� is defined as:153

1

�⌦

d�

dEk
(AZX) =

1

�⌦

NA
ZX(Ek)

NY �Ek N12C ✏(Ek)
. (1)154

NA
ZX(Ek) is the number of fragments with a specific atomic number Z and mass number155

A, in each kinetic energy bin Ek; �⌦ is the solid angle of the fragments at production156

seen and reconstructed by the LYSO detector; NY is the number of scattering centers per157

unit surface; �Ek is the fragment kinetic energy bin size; N12C is the number of incoming158

carbon ions and ✏(Ek) is the total e�ciency.159

�⌦ has been computed by means of the MC simulation, taking into account the spatial160

distribution of the beam and the multiple scattering underwent by fragments before reaching161

the LYSO detector. The number of scattering centres in a Y target per unit surface is defined162

as:163

NY =
⇢Y · thY ·NA

AY
(2)164

165

where AY is the atomic mass number, NA the Avogadro number, ⇢Y the target density and166

thY is the thickness of the crossed target (see Table I).167

The number of carbon ions N12C is provided by the CNAO dose delivery system from168

the released charged measured by the ionization chambers. A 4% relative uncertainty on169

N12C is related to the current measurement precision and to the dose-current conversion170

systematic uncertainty14–16 and it has been accounted in the final result as a systematic171

error.172

The total e�ciency ✏(Ek) is factorized in three terms, each one depending on the pro-173

duction kinetic energy:174

✏(Ek) = ✏Rec · ✏PID · ✏DT (3)175

where ✏Rec includes the geometrical, trigger and detection e�ciency of Z = 1 fragment (see176

sec. II B 1), ✏PID is the particle identification e�ciency (see sec. II B 2) and ✏DT is the dead177

Many references to the previous 
published paper [1].
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To compute the Differential 
Cross Section, above the 
normalization factors: 
• Evaluate the yield of 

fragments with specific Z 
and A as a function of the 
production kinetic energy 
of the fragments 

• Evaluate the total 
efficiency as a function of 
the production kinetic 
energy of the fragments
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II. Methods 
  II.A Fragment Identification (refs to [1]) 
     II.A.1 Unfolding of measured kinetic energy
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time e�ciency, in order to take into account for the DAQ dead time, which depends on the178

beam rate and was measured to be in the 2 - 8% range, as reported in1. To evaluate ✏Rec179

and ✏PID and other corrections defined in the following sections, FLUKA MC simulations180

of the geometrical setup have been performed, one for each target type and beam energy.181

A. Fragment Identification182

The number of specific fragments, NA
ZX as a function of Ek, i.e. the fragment kinetic183

energy at production, is evaluated following the equation:184

NA
ZX(Ek) = U · (NA

ZX(Em
k ) · p(Em

k )) (4)185

whereU is the unfolding matrix (see sec. II A 1), p(Em
k ) is the purity (see eq. 5), NA

ZX(Em
k )

is the number of A
ZX fragment as a function of the measured kinetic energy:

E
m
k = mic

2 · (�i � 1);

with

�i = (1� �
2
i )

�1/2
, �i = L/(ToFi · c).

mi is the mass of the fragment i = p(1H), d(2H), t(3H), L is the distance between STSa186

and STSb, c is the speed of light and ToF is the measured time of flight of the i fragment.187

The number of A
ZX fragment has been evaluated after the particle identification (PID) in188

charge Z and mass A, following the same procedure described in1: to identify the fragment189

charge (Z=1), the information on the energy released in the STSs, by means of a charge-190

to-digital converter (QDC) module (CAEN V792), has been combined with the LYSO191

QDC and ToF measurement; the fragment mass (A=1,2,3) has been identified combining192

the LYSO QDC with the measurement of 1/ToF. Once NA
ZX(Em

k ) has been evaluated, it193

has been corrected for the purity. As described in1, the same PID algorithm has been194

implemented in the MC simulation using the Energy and ToF experimental resolution to195

tune the MC response to data. Purity has been computed thanks to the FLUKA Monte196

Carlo simulation of the full geometrical setup for each target-beam configuration and it is197

defined as:198

p(Em
k ) =

N
trueMC
A
ZX

(Em
k )PID

N
recoMC
A
ZX

(Em
k )PID

. (5)199

E
m
k is the kinetic energy obtained by ToF, as in experimental data, N trueMC

A
ZX

(Em
k )PID is200

the number of true A
ZX fragment after the fragment identification and N

recoMC
A
ZX

(Em
k )PID is201

the number of reconstructed A
ZX fragment after the fragment identification. Purity values202

range between 95 � 100%. Clearly, the discrepancies between data and MC response203

are a source of systematic e↵ects which enter both in PID and purity corrections. These204

contributions have been included in the overall systematic uncertainty and will be discussed205

in detail in sec. II C.206

1. Unfolding of measured kinetic energy207

After the purity correction, to obtain the number of A
ZX fragment as a function of the208

kinetic energy of the fragment at production (NA
ZX(Ek) in eq. 4), an unfolding technique,209

based on the RooUnfoldBayes method of the RooUnfold package17 based on the ROOT210

software18, has been applied to the measured kinetic energy spectrum, due to the fact that211

a fragment loses energy before exiting the target and in air before being detected. The212
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unfolding matrix U has been computed from a MC simulation of the geometrical setup213

reproducing each experimental configuration of beam energy-target type. The unfolding214

matrix, shown in Fig. 2 left for the case of protons produced in PMMA and detected by215

Arm2 (60�), gives the probability that a fragment with a measured kinetic energy had a216

certain production energy. The U matrix is then applied to the measured fragment yields217

A
ZX, reconstructed in bin of kinetic energy, to obtain the fragment yields A

ZX in bin of218

production kinetic energy. In Fig. 2 right, the unfolding matrix is applied to the Monte219

Carlo measured kinetic energy spectrum of reconstructed protons (blue circles), obtained220

from the MC simulation of the setup used also to compute the purity. The unfolded energy221
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FIG. 2. Left: unfolding matrix U of Etrue
k as a function of Emeas

k , obtained from a full MC
simulation, for the case of protons detected at 90� and produced by a 351 MeV/u 12C ion beam
impinging on the PMMA target. Right: tuning of the unfolding procedure. The unfolding matrix
(left) is applied to the MC reconstructed protons distribution (blue circles) in order to obtain
the unfolded distribution (black triangles). The unfolded kinetic energy at production has to be
compared to the true MC protons kinetic energy at production (red squares).

B. E�ciency Evaluation226

1. Reconstruction E�ciency227

The reconstruction e�ciency is the convolution of geometrical, trigger and detection228

e�ciencies. It has been computed as a function of the fragment kinetic energy at production,229

following the equation:230

✏Rec(Ek) =
N

recoMC
A
ZX

(Ek)TE

N
trueMC
A
ZX

(Ek)�⌦
(6)231

where N
recoMC
A
ZX

(Ek)TE is the number of true A
ZX fragments MC reconstructed as experi-232

mental data after the trigger selection (T ) and detectors energy thresholds cuts (E). No233

PID is used at this level, the fragment identification is done at true MC level. The trigger234

is defined in simulation in the same way as in experimental data acquisition, that is the235

time coincidence between the two STSs. The same is done for detectors energy thresholds236

cuts, implemented in the MC analysis as they are in experimental data. N
trueMC
A
ZX

(Ek)�⌦237
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is the number of true A
ZX fragments produced in the �⌦ seen by the LYSO detector. The238

denominator of the reconstruction e�ciency corresponds to the MC prediction of the yield239

of the produced fragment A
ZX to be compared with the measured experimental data (see240

sec III).241

An example of the obtained ✏Rec(Ek) for secondary proton fragments detected at 60� is242

shown in Fig. 3 for the case of the 351 MeV/u 12C ion beam impinging on C (open square),243

CH (full circle) and PMMA (open triangle) targets. No dependency of the e�ciency to244

the target type is observed. The small absolute value is mostly due to the reduced angular245

acceptance of the setup.246
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FIG. 3. Reconstruction e�ciency (convolution of geometrical, trigger and detection e�ciencies)
as a function of the kinetic energy at production of the detected proton fragments. The shown
e�ciency is computed from the FLUKA MC simulation of the 351 MeV/u 12C ion beam impinging
on C, CH and PMMA targets, with fragments detected at 60�.

2. Particle Identification E�ciency247

The particle identification e�ciency (✏PID) has been computed as a function of the re-248

constructed A
ZX fragment kinetic energy at production, with the following equation:249

✏PID(Ek) =
N

recoMC
A
ZX

(Ek)PID

N
recoMC
A
ZX

(Ek)TE
(7)250

with N
recoMC
A
ZX

(Ek)PID is the number of fragment MC reconstructed in Z and A after the251

particle identification selection (see sec. II A), implemented as it is in experimental data,252

while NrecoMC
A
ZX

(Ek)TE is the same as the numerator of ✏Rec(Ek) (see sec. II B 1). In Table II253

the result of ✏PID for the identified proton fragments (✏pPID) is reported for the case of MC254

simulation of 351 MeV/u 12C ion beam impinging on PMMA target and proton fragments255

detected at 60�.256

The trend of ✏pPID is due to the PID selection functions, that are done on the experimental257

data distribution of the deposited energy in LYSO (Eloss in terms of LYSO QDC) as a258

function of 1/ToF, with ToF the fragments time of flight (see sec. II A). When the kinetic259

energy of a particle exceeds a certain energy, the energy lost by that particle in the detector260

decreases as 1/ToF increases: the particle “punches through” the LYSO detector, meaning261

it is no longer fully contained within it. This e↵ect is accurately reproduced by the Monte262

Carlo simulation, thanks to the MC distribution of the deposited energy in LYSO that263

has been tuned in order to reproduce the shape of the LYSO QDC of experimental data.264

This e↵ect is taken into account by ✏PID (see Table II), with the corresponding systematic265

uncertainty sysPID highlighting its impact (as described in sec. II C).266
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60� — Ekin [MeV/u] ✏pPID [%]

50 ± 10 98.4 ± 0.2
70 ± 10 96.7 ± 0.3
90 ± 10 94.7 ± 0.5
110 ± 10 93.8 ± 0.5
130 ± 10 91.7 ± 0.7
150 ± 10 86 ± 1
170 ± 10 83 ± 1
190 ± 10 70 ± 2
215 ± 15 55 ± 3
245 ± 15 61 ± 4
275 ± 15 71 ± 5
320 ± 30 81 ± 6

TABLE II. Particle identification e�ciency ✏PID(Ek) as a function of the fragment production
kinetic energy, for the case of MC simulation of 351 MeV/u 12C ion beam impinging on PMMA
target and secondary fragments detected at 60�. The three columns show the ✏iPID, i.e. the
probability of identify the fragment i in the i� th fragment identification selection, with i = p, d, t.

C. Systematic error evaluation267

A crucial aspect in the evaluation of the results (see sec. III) is the assessment of the268

systematic error, that, in this analysis, is computed as a function of the fragment kinetic269

energy at production. The systematic error of the cross section measurement (as defined in270

eq. 1) is the root sum square of the systematic uncertainty sources listed below:271

1. Unfolding procedure (sysunf )272

2. �⌦ evaluation from MC simulation (sys�⌦).273

3. Particle identification selections (sysPID)274

4. Evaluation of the number of incoming ions N12C (relative systematics 4% - see sec. II)275

The main source of systematics comes from the unfolding procedure used to correct276

the migration of measured kinetic energy to production kinetic energy. This contribution277

has been evaluated within MC, even using a di↵erent unfolding technique (RooUnfoldIDS278

instead of RooUnfoldBayes) and its impact ranges between 0.1% to 13% for the most pop-279

ulated bins. This systematics in the previous published work1 was completely underesti-280

mated, reminding that the energy correction in that work had been done with an analythic281

function. sysunf is also the main source contributing overall to the systematic error reported282

on experimental data di↵erential cross section.283

The second contribution to the systematic error comes from the evaluation of �⌦, as284

described in sec. II. �⌦ is computed by exploiting the MC simulation, taking into account285

the reconstructed fragments, since no tracking system is present in the experimental setup286

(see Fig. 1). �⌦ a↵ects the cross section normalization and the reconstruction e�ciency287

evaluation, as shown in eq. 1 and eq. 6. Therefore, the impact of the �⌦ choice in the MC288

influences the final cross section results. For this reason, we varied �⌦ compared to the289

default and evaluated its impact on the systematic uncertainty sys�⌦. sys�⌦ is below 1%290

up to 14% for the most populated bins, and it’s comparable or below the main source of291

systematics sysunf .292

The systematic error on the di↵erential cross section due to the PID selection (sysPID)293

has been evaluated by varying of 1% the PID selection functions. The relative error due to294

this systematics ranges between 0.1% up to 6%, depending on the fragment kinetic energy295

bin. The PID systematics has an impact in the fragment yields (see eq. 1 and sec. IIA),296
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impinging over PMMA, polyvinyl-toluene and graphite targets are presented, together with343

the energy integrated cross section for 2H and 3H isotopes. These results are obtained from344

a complete novel analysis of already published dataset1, refining the e�ciency calculation345

strategy, taking into account the e�ciency dependency to the fragment production kinetic346

energy. Also the calculation of the fragments kinetic energy at production has been im-347

proved, applying an unfolding technique to the measured fragment kinetic energy instead348

of implementing an analytic correction function, as it was done in the previously published349

results. In Figure 12, the comparison of the novel cross sections (red full squares) to the350

previously published ones1 (black open circles) is shown for the case of integrated proton351

fragments cross sections detected at 90� (left) and 60� (right), produced from the inter-352

action of carbon beams with graphite target. For the case of protons detected at 90� a353

systematic lower shift of new results between 10-30% has been found with respect to the354

old data, while old and new results are in agreement at 60� detection angle.355

We have also shown, for the first time, a comparison with the predictions obtained from356

a MC, namely the FLUKA code. The production of Z=1 fragments above 60 degrees357

represents a small fraction of their whole yield coming from the nuclear fragmentation358

process of 12C projectiles. Using the FLUKA MC code, we estimate that in C-C collisions359

at the primary energies considered in this work, the fraction of protons emitted at angles360

exceeding 60 degrees is about 3% of their total emission in the forward hemisphere. In the361

case of deuterons and tritons, such a percentage is even a bit lower (2.2% - 2.8%). In the last362

decades, a large amount of work has been carried on by developers in order to improve the363

reliability of phenomenological models to be used in hadron therapy, and a lot of successful364

progresses have been achieved. However, it has to be remarked once again that the forward365

production dominates. The behaviour of theory-driven microscopic models of high quality366

MC codes is, in general, determined by a limited number of parameters, and it is very367
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FIG. 4. Di↵erential cross section in energy normalized to solid angle as a function of kinetic energy
for proton fragments detected at 90�, produced in the nuclear interaction of 115-351 MeV/u carbon
ion beam with a PMMA target. The statistical error (cross) and systematic error (empty square)
on experimental data are shown as separate contributions.

• Differential Cross Section in 
Energy of protons  

• Integral Cross Section of protons, 
deuterons and tritons (60º)
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Tables reporting DCS and CS results 
are presented in Appendix A 
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Ep
kin [MeV/u]

d�MC
true

dEk

d�data

dEk
statdata sysdata

90� · 10�4 [b/sr/MeV] · 10�4 [b/sr/MeV] [%] [%]
40 - 60 13.4 ± 0.1 12.0 ± 0.7 ± 0.7 5 6
60 - 80 5.76 ± 0.09 4.5 ± 0.4 ± 0.3 9 7
80 - 100 3.01 ± 0.06 1.48 ± 0.20 ± 0.06 13 4
100 - 120 1.48 ± 0.04 0.46 ± 0.08 ± 0.08 18 17
120 - 140 0.77 ± 0.03 - - -
140 - 180 0.26 ± 0.01 - - -
180 - 250 0.046 ± 0.004 - - -

60� · 10�4 [b/sr/MeV] · 10�4 [b/sr/MeV] [%] [%]
40 - 60 82.0 ± 0.3 79 ± 2 ± 4 2 5
60 - 80 49.8 ± 0.3 57 ± 2 ± 2 3 4
80 - 100 24.7 ± 0.2 29 ± 1 ± 2 4 6
100 - 120 11.2 ± 0.1 12.9 ± 0.8 ± 0.6 6 5
120 - 140 5.69 ± 0.09 8.4 ± 0.8 ± 0.5 9 5
140 - 160 2.97 ± 0.07 5.8 ± 0.8 ± 1.2 14 21
160 - 180 1.78 ± 0.05 2.0 ± 0.3 ± 0.6 15 31
180 - 200 0.95 ± 0.04 1.9 ± 0.5 ± 0.7 28 36
200 - 230 0.48 ± 0.02 0.8 ± 0.2 ± 0.2 29 22
230 - 260 0.19 ± 0.01 1.7 ± 1.6 ± 0.3 95 21
260 - 290 0.078 ± 0.009 - - -
290 - 350 0.026 ± 0.004 - - -

TABLE III. Di↵erential cross section in kinetic energy bins at production (Ep
kin) of protons pro-

duced by 115 MeV/u 12C ion beam impinging on a PMMA target, detected at 90� (top panel)
and 60� (bottom panel). The production cross section from the FLUKA Monte Carlo simulation
(MC true) is listed alongside the experimental cross section (data), with the relative statistical and
systematic data uncertainties reported as percentage in the last two columns.
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FIG. 6. Di↵erential cross section in energy normalized to solid angle as a function of fragment
kinetic energy for proton fragments detected at 90�, produced in the nuclear interaction of 115-
351 MeV/u carbon ion beam with a graphite target. The statistical error (cross) and systematic
error (empty square) on experimental data are shown as separate contributions.
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Comparison with already published data  
for proton fragments from graphite target

Systematic lower shift of ~ 10-20% Agreement
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in the purity (see eq. 5) and in the PID e�ciency evaluation (see eq. 7). The higher the297

fragment kinetic energy at production, the higher the relative systematics due to this source298

of uncertainty, as expected due to the bigger discrepancies between the PID selection bands299

and the Eloss vs 1/ToF distributions at high energy.300

III. RESULTS301

The results on the di↵erential cross section normalized to the solid angle (DCS in the302

following figures) of protons detected at 90� and 60�, produced by the nuclear fragmentation303

of 12C ion beams of 115 - 351 MeV/u kinetic energy impinging over composite targets of304

PMMA, C and CH, computed as described by eq. 1, are shown as red squares, respectively, in305

Figs. 4 - 9. The statistical error (cross) and systematic error (empty square) on experimental306

data are shown as separate contributions. We also show the energy integrated values of the307

cross section normalized to the solid angle (CS in the following figures) as a function of the308

primary beam energy for the three targets (PMMA - left panel, C - middle panel, CH -309

right panel), for protons (p), deuterons (d) and tritons (t), detected at 90� (Fig. 10) and310

60� (Fig. 11). The FLUKA MC prediction is superimposed to the experimental data as311

blue dots in all figures. Numerical values are reported in the tables shown in Appendix A.312

In the case of protons, low statistics kinetic energy bins are not included in tables.313

The MC prediction results on di↵erential cross section are computed with the following314

formula:315

1

�⌦

d�
trueMC

dEk
(AZX) =

1

�⌦

N
trueMC
A
ZX

(Ek)�⌦

NY �Ek N
MC
12C

(8)316

where the numerator, shown also in eq. 6, is the number of true A
ZX fragments produced in317

the �⌦ seen by the LYSO detector, NY , �Ek and �⌦ are the same quantities described in318

eq. 1 and N
MC
12C is the number of simulated carbon ion particles impinging the target (⇠ 1010319

primary ions for each simulated target - beam configuration). The analysis strategy and320

in particular the MC corrections applied to the cross section formula (see eq. 1) have been321

validated comparing the true MC cross section, in eq. 8, with the MC reconstructed one,322

computed following eq. 1.323

As far as deuterons and tritons are concerned, since their yield at large angle is very324

low, the available statistics is low and we are able to present only the energy integrated325

cross sections normalized to the solid angle as a function of the 12C ion beam kinetic326

energy in Figs. 10 and 11. Again, statistical (cross) and systematic errors (empty square)327

on experimental data (red squares) are shown as separate contributions, and the FLUKA328

MC predictions are superimposed as blue dots. In the case of deuterons detected at 90�329

produced by 115 MeV/u carbon ion primary beam impinging on C and CH targets and330

tritons detected at 90�, where we have the minimum yield, we could not compute such331

cross sections because of the insu�cient statistics.332

IV. DISCUSSION AND CONCLUSIONS333

This work is devoted to the study of the emission of nucleons and light charged fragments334

at large polar angle in 12C collisions in the energy range used in particle therapy. The main335

aim is to provide data to benchmark the models used for specific tasks, as those concern-336

ing range monitoring in ion therapy by means of the detection of light nuclear fragments337

emitted by the interaction of the therapeutic beam in the patient5,19,20. There have been338

other works in the past where data on yield at large angle from thick targets have been339

measured21–24, but no cross section measurements on thin target have been published other340

than ref.1. In the present work, the di↵erential cross sections of protons produced at large341

angles (60 and 90 degrees) from the nuclear interaction of 12C ion beams of 115-351 MeV/u342

17

Ekin [MeV/u]
0

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

1.8
2]

-1
C

S 
[b

 s
r

115 150 221 279 351

PMMA
p

Ekin [MeV/u]
0

20
40
60
80

100
120
140
160

180
200

3−10×]
-1

C
S 

[b
 s

r

115 150 221 279 351

C
p

Ekin [MeV/u]
0

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

1.8
2]

-1
C

S 
[b

 s
r

115 150 221 279 351

CH
p

Ekin [MeV/u]
0

20
40
60
80

100
120
140
160

180
200

3−10×]
-1

C
S 

[b
 s

r

115 150 221 279 351

PMMA
d

Ekin [MeV/u]
0

5

10

15

20

25

30
3−10×]

-1
C

S 
[b

 s
r

115 150 221 279 351

C
d

Ekin [MeV/u]
0

20
40
60
80

100
120
140
160

180
200

3−10×]
-1

C
S 

[b
 s

r

115 150 221 279 351

CH
d

Ekin [MeV/u]
0

5

10

15

20

25

30
3−10×]

-1
C

S 
[b

 s
r

115 150 221 279 351

PMMA
t

Ekin [MeV/u]
0

0.5

1

1.5

2

2.5

3

3.5

4
3−10×]

-1
C

S 
[b

 s
r

115 150 221 279 351

C
t

Ekin [MeV/u]
0

5

10

15

20

25

30
3−10×]

-1
C

S 
[b

 s
r

115 150 221 279 351

CH
t

FIG. 11. Energy integrated cross section normalized to solid angle as a function of carbon ion
beam kinetic energy for proton (top) and deuteron (bottom) fragments detected at 60�, produced
in the nuclear interaction of 115-351 MeV/u carbon ion beam with PMMA (left), graphite (C,
middle) and polyvinyl-toluene (CH, right) targets. Experimental data are shown as red squares,
the FLUKA MC prediction is shown as blue dots. The statistical error (cross) and systematic error
(empty square) on experimental data are shown as separate contributions.
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FIG. 12. Comparison of the new (red full squares) and old (black open circles) integral cross
sections obtained for secondary proton fragments (p) detected at 90� (left) and 60� (right) from
the interaction of 115-351 MeV/u 12C ion beam with graphite (C) target.
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in the purity (see eq. 5) and in the PID e�ciency evaluation (see eq. 7). The higher the297

fragment kinetic energy at production, the higher the relative systematics due to this source298

of uncertainty, as expected due to the bigger discrepancies between the PID selection bands299

and the Eloss vs 1/ToF distributions at high energy.300

III. RESULTS301
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cross section normalized to the solid angle (CS in the following figures) as a function of the308
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In the case of protons, low statistics kinetic energy bins are not included in tables.313

The MC prediction results on di↵erential cross section are computed with the following314

formula:315

1

�⌦

d�
trueMC

dEk
(AZX) =

1

�⌦

N
trueMC
A
ZX

(Ek)�⌦

NY �Ek N
MC
12C

(8)316

where the numerator, shown also in eq. 6, is the number of true A
ZX fragments produced in317

the �⌦ seen by the LYSO detector, NY , �Ek and �⌦ are the same quantities described in318

eq. 1 and N
MC
12C is the number of simulated carbon ion particles impinging the target (⇠ 1010319

primary ions for each simulated target - beam configuration). The analysis strategy and320

in particular the MC corrections applied to the cross section formula (see eq. 1) have been321

validated comparing the true MC cross section, in eq. 8, with the MC reconstructed one,322

computed following eq. 1.323

As far as deuterons and tritons are concerned, since their yield at large angle is very324
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cross sections normalized to the solid angle as a function of the 12C ion beam kinetic326

energy in Figs. 10 and 11. Again, statistical (cross) and systematic errors (empty square)327

on experimental data (red squares) are shown as separate contributions, and the FLUKA328

MC predictions are superimposed as blue dots. In the case of deuterons detected at 90�329

produced by 115 MeV/u carbon ion primary beam impinging on C and CH targets and330

tritons detected at 90�, where we have the minimum yield, we could not compute such331
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FIG. 11. Energy integrated cross section normalized to solid angle as a function of carbon ion
beam kinetic energy for proton (top) and deuteron (bottom) fragments detected at 60�, produced
in the nuclear interaction of 115-351 MeV/u carbon ion beam with PMMA (left), graphite (C,
middle) and polyvinyl-toluene (CH, right) targets. Experimental data are shown as red squares,
the FLUKA MC prediction is shown as blue dots. The statistical error (cross) and systematic error
(empty square) on experimental data are shown as separate contributions.
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FIG. 12. Comparison of the new (red full squares) and old (black open circles) integral cross
sections obtained for secondary proton fragments (p) detected at 90� (left) and 60� (right) from
the interaction of 115-351 MeV/u 12C ion beam with graphite (C) target.

Section IV: Discussion and Conclusions
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Thanks to Giuseppe Battistoni

The disagreement of 
integral CS between data 
(red) and MC (blue) for  
d and t could be 
explained by the MC 
models that are not “well 
tested” at FOOT energies  
=> confirmed by  
A. Ferrari (FLUKA Dad)
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Section II: Methods
II.A Fragment Identification: 

very same procedure described in the 
2021 published paper.  
Same distributions used as well as  
same selection “bands” to select in 
charge (Zid) and mass (Aid).


