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Nuclear fragmentation cross section measurements are*’
criucial for advancing in several fields, such as Particle™®
Therapy (PT), Radioprotection in Space (RPS) and nu-us
clear structure [1][2]. For instance, in PT understanding:o
the fragmentation of ion beams as they interact with hu-i
man tissue is essential to improve cancer treatments, asa=
it helps in accurately predicting the dose distribution and:=
minimizing damage to surrounding healthy tissues [3][4] .
Moreover, an accurate description of fragmentation phe-=
nomena can also shed light on the biological effectivenessis
in proton therapy . 127

Similarly, in KPS these measurements would bhe of'=
paramount importance for assessing the risks posed byvis
cosmic radiation to astronants, as they help in developingi=
effective shielding strategies [6]. Indeed, the health risks.:
related to the space radiation still remain one of the ma-=
jor risks for space exploration bevond Low Earth Orbitis
(LEQ) which is among future plans of several nationalss
space agencies and private companies [7]. These haz-=
ards conld be so important to prevent space missions duess
to huge costs and unacceptable risks for the astronantss
given the lack of effective countermeasures so far [8]. =

These fields share a common ground both for ions in-we
volved (from 'H to *Fe with a focus on ions with nuclearse
charge number £ < 8) and kinetic energies (depending on,,,
the ion, in the range 100 — 1000 MeV/u ). However, the,,
phenomena at play are known with poor accuracy due togs
the lack or the poor precision of the relevant fragmenta-,,,
tion cross section measurements [9111]. This translates,,
in a poor precision in the computation of the dose due to,,
the fragments with respect to the one required for both,,;
PT and RPS applications '13]. The measurement of,,.
the missing fragmentation cross sections would allow tog,,
benchmark and update the existing nuclear models im-,.,
plemented in Monte Carlo (MC) and deterministic codes, ..,
used for the dose computation in both the PT and RPS...
applications [15).Double differential cross sections in,.,
the fragment production angle and kinetic energy would .,
be of great value to this purpose. In the last vears some,..
of the missing fragmentation cross sections have been,.,
measured, but still very few beam-target-energy combi-,.;
nations have been explored [16}{21]. s

The FOOT experiment has been designed to ad-ss
dress the significant lack of data needed in these fields by
measuring fragmentation cross sections in the nuclear in-.e
teractions between ion beams (such as protons, Helinm, e

Carbon, and Oxygen) and targets of interest for PT, like
H C and O, which are the most abundant elements in
the human tissues, and targets of interest for shielding in
RPS like hydrogen-enriched targets [23].

FOOT is a fixed target experiment whose setup in-
cludes two complementary and alternative configura-
tions: an electronic setup with a magnetic spectrome-
ter along with charge and mass identification capabili-
ties, dedicated to the measurement of the forward emit-
ted fragments with Z > 2, and an emulsion spectrometer
for higher angular acceptance measurements of the light
fragments with Z < 3. Details of the FOOT experiment
design and some preliminary results can be found in
27].

The data analvzed in this paper were among those ac-
quired at the GSI Helmholtz Center of Heavy Ion Re-
search facility in Darmstadt in 2021 with the electronic
setup. At that time only a part of the final FOOT detec-
tor, as described in detail in [22], was already developed.
The setup, consisting of a detector for the beam monitor-
ing and a system for the Time-of-Flight and the energy
loss measurements, was used to identify the charge Z of
the fragments and to measure their emission angle al-
lowing to perform elemental cross section measurements.
The same setup was used in a previous data acquisition
in 2019 in GSI, described in detail in [23].

In this paper, the measurement of the angular dif-
ferential cross sections for the forward production of
2 < Z < 7 muclei in the fragmentation process of a
400 MeV /u %0 beam interacting with a graphite target
will be presented. This contribution aims at extending
in terms of statistics and results those already published
with the 2019 data taking . where a limited statistics
allowed to measure only elemental fragmentation cross
section integrated in the full geometrical acceptance of
the setup. In this data analysis, thanks to a factor more
than 100 in the available statistics, with respect to the
2019 data campaign, it was possible to measure, for the
first time for FOOT, the angular differential cross section
for charged fragments production. In Sec.lﬂlthe FOOT
setup used in the analvsis will be discussed, in Sec.
firstly the analvsis strategy will be described, then the
Monte Carlo simulation framework together with purity
corrections for charge identification, the unfolding proce-
dure for angular measurements and efficiency corrections
for fragment reconstruction will be outlined. Eventually,
a comprehensive assessment of systematic uncertainties
from detector effects and the analysis method will be
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n:  dress the significant lack of data needed in these fields by
u:  measuring fragmentation cross sections in the nuclear in-.
s teractions between ion beams (such as protons, Helinm e



wa reported. In Sec.the results of the paper will be.
e discussed taking into account previous results both from.
e other researches and from previous works of the FOOT!
e experiment [23] with a focus on the improvements en-,
e abled by higher statistics and enhanced analysis tech-:
@ nigues.

II. EXPERIMENTAL SETUP

Overall setup description
Individual detector component
Detection strategy

Fx -]

FE

FIG. 1. Schematic view of the GSI experimental setup. The,
Y} beam passes through the Start Counter and the Beam,
Monitor, before impinging on the 5 mm thick graphite tﬂ.l'—z__ﬂ
et The produced fragments emitted with a polar angle

< 5.7° can be identified by the Tof-Wall detector, about 109*
cm downstream of the target [Z3. =

2L

The simultaneous measurement of the AE in a TW
bar and the TOF between that bar and the 5C allows to
identify the charge Z of the ion crossing the TW. As de-
tailed in [Z]], from a parametrization with a Bethe-Bloch
curve of the AE as a function of ToF, for each TW layer,
the charge Z of each fragment is extracted. Whenever a
fragment cross the TW, pairs of crossed X-Y bars sharing
the same reconstructed Z are clusterized in a TW point,
with a position resolution provided by the bar crossing
of 2x2 em®. The fragment hit position along the bar,
extracted with the time difference measured at both the
edges of a single bar, is used to improve the clusteriza-
tion of the X-Y bars forming a TW point [23]. In order
to show the separation of the different fragments’ charge
Z in Fig. Etlm Bethe-Bloch curves used for the charge
Z identification of the fragment are superimposed to the
distribution of AE vs the TOF for each reconstructed
TW point. Data are from the sample collected in 2021
at the (51 facility, analvzed in this worlk.

ITI. DATA ANALYSIS

The data analyzed in this paper were collected during
the FOOT data taking campaign at GSI in 2021, with
the setup reported in the previous Sec. [lI] Two different
samples of data were collected: asample with a "0 beam
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FIG. 2. AE vs TOF distribution for the data collected at GSL,
in 2021, analyzed in this work., The Bethe-Bloch curves aregy
superimposed. The separation between the different fragment, |
charge £ relenses is visible

am In order to measure the fragmentation vields )
produced in the target, the ont-of-target fragmentation,
mestly produced by the interaction of the %0 beam with
the air and the FOOT setup, has to be taken into ac-
count. This contribution has to be considered as back-
groumd with respect to the in-target fragmentation and
need to be detected and removed. The reconstruction
workflow is the same for with and without target samples:
firstly, the angle of the primary particle and its impact
point on the target is calculated by the BM. Then, the
angle between the impact point on target and the recon-
structed point on the TW is caleulated, and the charge
Z of the fragment is identified by the TW. Since the TW
cannot distingnish whether fragments come from the tar-
get or not, all the valid points are taken into account and
their emission angle is calenlated as pointed out above
even if fragments are not generated in the target. The
background which arises from these wrong reconstric-
tions is removed using the without target sample. In
conclusion the quantity Y (2, #)/Nrim of Eq. can be
rewritten as

¥(2.6) _Yra(Z6) Ywrc(Z.6)

T T T
N prim N prim T3 N prim no T

B

()

where the snbscript TG (noTG) refers to the runs with
(without) the target. In this way, fragment yvields are cor-
rectly subtracted taking into account the different mum-
ber of primaries in the two data samples.
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am A detailed Monte Carlo (MC) simulation of the setupaa
s described in Sec. Elwa.s carried out using the FLUKAse

]

MC code . The MC simulation was tailored to the
detector geometry along with passive materials, shifts
and rotations of the setup [33]. Both the setups with
the carbon target and without the target were simu-
lated. The %0 beam position and its transverse size
were tuned from data and implemented in the MC sim-
ulation. Simulation outputs are processed by the FOOT
reconstruction software which performs the reconstrue-
tion as in data. The reconstruction of the quantities
of interest, tracks for BM and points for TW and their
performances were already studied and optimized in MC
in other works [23] [30]. The detectors experimental re-
sponses have been extracted from data and calibration
runs dedicated to single detectors and tuned in MC as
described elsewhere @, E: spatial resolution
in BM and energy loss and Tof resolutions in 5C and
TW have been tuned in MC applying a Gaussian smear-
ing to the quantities of interest computed with FLUKA.
The tuning of the MC on data is fundamental to make
the MC reliable for what concern the fragment Z iden-
tification (ZID) and the angle of the reconstructed frag-
ments [Z]]. which are the two quantities needed to extract
the fragments raw vields for the angular differential cross
sections, as discussed in the previons paragraph.

The main purpose of the MC simulation is to com-
pute corrections to the measurement of the fragmenta-
tion cross sections (Eq. |1 and @]l An efficiency cor-
rection, detailed in Sec. iz introduced to correct
for the missing fragments, produced in the fragmenta-
tion process, but lost in reconstruction. A purity correc-
tion, discussed in Sec@ is introduced to correct the
fragmentation vield ¥'(Z. #) to take into account the mis-
identification of the Z charge due to the ZID algorithm
of TW detector.

The analysis strategy shown in the previous paragraph,
for the cross section evaluation, was validated against the
MC sinmlation: the raw yields reconstructed by the TW
have been measured from the subtraction between sam-
ples with and without target and corrected by purity and
efficiency MC corrections. The obtained MC fragmenta-
tion cross sections, differential in angle and for each frag-
ment atomic charge Z, were compared to the true MC
production cross sections. A remaining discrepancy be-
tween MC true and reconstructed cross section has been
found to be addressed to the migration between angular
bins due to the TW limited gramlarity with respect to
the chosen angular bin width., This discrepancy was cor-
rected with an angular unfolding procedure in the analy-
sis(see Sec. , which allowed to dramatically improve
the agreement between reconstructed and true MC cross
section, expecially in the case of 2 = 6,7 fragments for
which a narrow angular distribution is expected [22]. The
validation of the analysis strategy in the MC, that means
background statistical subtraction between samples with
and without target, efficiency and purity MC correction
to the fragmentation vields and finally angular unfolding
procedure to cure the bin migration, confirmed the pos-
sibility to apply the same strategy in data. In particular
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after the background subtraction, the purity correction
iz applied to correct for the Z charge mis-identification,
then the unfolding procedure accounts for the angular
hin migration and finally the efficiency correction is ap-
plied to account for the not reconstructed fragments. The
cross section results will be shown in the Sec. [TV]

B. Purity

In this analysis the TW is the only detector able to
identify the charge of the fragments using the energy re-
lease AE in a TW bar and the Tof between 5C and TW.
The purity is a gquantity which is related to the ZID al-
gorithm performances of the TW and depends on the
energy loss and Tof resolutions, which in MC are tuned
from data, as explained in 5{*{'@ To account for
the charge Z mis-identification it was needed to introduce
a purity correction, which is calenlated in MC for each
charge and angle, and can be written as:

-'n'"le-zrec-a =Z ruc~Erﬁ:n}|
PlZreco, breco) = N(Z tﬁ' )

(B)an

where N{Z . Broce) i the mumber of fragments recon-"*
structed by the TW with charge £, while N{Z =
Zirues Oreee) is the number of fragments reconstructed by™
the TW with charge Z, ., equal to the true charge 2, "
from M. =

The purity correction is applied as a multiplying factﬂr:w

' ' -]
to the fragmentation yvield:

4

£l
l:ﬁ]l:n:u.

E1ie]
where ¥ 4 (Z,8) is the vield subtracted of Eq. [3] beforess
the purity correction application. The obtaine (2, 8)sm
is the one entering the Eq. . The purity correction isss
found to be more than 90% for all the fragment chargess
Z, with the exception of the case of the Li, for whichse
the purity goes down to the 70%. This drop is due tosm
events with a pair of He fragments entering in a singlesws
TW bar cross which release an energy AE comparablesw
to the one of a Li, causing a mis-identification of the twosn
He ions in a Li. Two He fragments emitted in a narrowse
angle is a well known process. in fragmentation physicss.s
at these energies, see for example [20], and for the FOOTsu
setup of this analysis is an unavoidable contamination forss
Li fragments. Only with the trackers of the full FOOTs.ws
setup [22] it will be possible to identify and separate thes.
two He ions and account for their simultaneous energysw
release in a TW point. The impact of the purity correc-siw
tion was completely underestimated in the previous workss
related to the data collected in the GSI campaign of 201 %=
[23] and the observed discrepancies between the two anal-sx
vsis come from this correction (see ."':'-ec:., together withs
the very few statistics collected in that campaign. 8

Yl:-z,E} = Yruw{z1ﬂ}| B F{zmm13m:a}
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FIG. 3. Respomse matrices of the different fragments. In each
respomse matrix, only bins where the migration is greater than

.1% are shown,

C. Unfolding procedurs

As already pointed out, the detector effects on angle
measurement have to be taken into account when dealing
with angular differential cross sections. In particular,
Multiple Coulomb Seattering and TW granularity play a
major role. To evaluate these effects, the matrix 8., —
&t rue 18 built (in the following the response matriz), where
oo 15 the angle reconstructed in the analysis while 8,
is the production angle of fragments born in the target
i the scattering inside the target resulted to be negligible).

The unfolding procedure is based on a Bavesian itera-
tive algorithm [35] [36] asimplemented in RooUnfold [37].
In the unfolding of binned data, the effects of the experi-
mental acceptance and resolution are expressed in terms
of a two-dimensional response matrix, ;. where each
element corresponds to the probability of an event in the
i-th generator- level bin being reconstructed in the j-th
measurement bin. The unfolding algorithm combines the
measured spectrium with the response matrix to form a
likelihood, takes as input a prior for the specific kinematic
variable and iterates using the posterior distribution as
priar for the next iteration. The MC FLUKA distribu-
tion is used as the initial prior and three iterations are
perforimed. The number of iterations is optimized to bal-
ance the unfolding stability with respect to the previous
iteration and the growth of the statistical uncertainty
The final choice of three iterations is driven by the min-
imization of the average correlation factor [35)].

The response matrices for the angular distribution of the
different fragments are shown in Fig. In order to
ensure that the Monte Carlo sample used for the unfold-
ing training is not introducing a bias on the data mea-
surement, a study is performed by changing the pseudo-
data distribution. The MC FLUKA angular spectrum
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iz re-weighted using continnous functions to alter the fi-
nal shape with the same binning. The study confirms,
that the altered shapes unfolded based on the nominal
corrections are preserved within statistical uncertainties.

5d3
D. Efficiency "

LT

EL ]
The efficiency for each Z and for each angle & is com-_,

puted in order to account for the fragments not re-
constructed by the TW detector. Also fragments pro-,
duced in the TG, within the TW detector acceptance,,,
(8 < 5.77%), but not reaching the TW due to multiple,,
conlomb scattering or fragmentation in air, are contribut-,
ing to the efficiency computation. In particular, while,,,
this last contribution is almost negligible, the impact of,,
the TW reconstruction which discards association of X-,
Y bars with different Z charge reconstructed, in order to,,
maximize the purity of the charge Z of the TW paints_,,
has an important impact [23]. The efficiency is defined,
for each fragment of charge Zirue and for each angle iruesn
as follows:

,"l,.'..r“,{_z‘ .E'} _ dil
o(Z,60) = —xwis.b) o
( ) Nproal £, 8) (7

where Npw(Z.6) are the fragments with charge 2 .6m
and emission angle 8, reconstructed by the TW andss
Niroal £, 8) are the fragments with charge 2., and emis-sm
sion angle &, produced within the target in the angu-se
lar acceptance of the TW detector. The efficiencies aress
shown in Fig.Elt'nr each Z. am

As already mentioned the most important contributionsw
to the efficiency reduction come from the TW reconstric-sn
tion. And its impact is expected to be bigger for the lights.
fragments like He and Li where more crowdy events cansess
a bigger probability of mismatch of the Z of two associ-au
ated X-Y bars, that for this reason are rejected by thess
TW reconstruction |23]. 815

E. Systematic uncertainties

Several sources of systematic nneertainties were iden-
tified in the analvsis, both on the detectors involved and
in the analvsizs method. The systematic uncertainties
coming from reconstruction at detector level were eval-
nated changing reconstruction or calibration strategy or
parameters used in the reconstruction and propagating
the variation through the full cross section analysis and
comparing with the defanlt value. Two sources of sys-
tematics at detector level have been studied: the impact
of the event selection performed using the BM and the
requirements on the fragments reconstruction inside the
TW.

The former systematic has been studied varving the se-
lection criteria for the BM reconstructed tracks. A tight
and a loose selection of the BM hits to be associated to a
track, has been implemented and tested to verify the im-
pact on the event pre-selection on the cross section mea-
surements. The impact of this systematic uncertainty
was found to be negligible.

Another souree of systematic uncertainty = related to
the charge reconstruction algorithm in the TW detector.
This has been studied varving in the MC simulation the
resolutions, within the experimental precision, in AE, Tof
and in the position measurements that affect the identi-
fication of the fragments in MC and thus the efficiencies
and the purity evaluation. The only significant contribu-
tion was found to be the one related to the He (< 0.5%).
To check the impact on the ZID reconstruction also the
Bethe-Bloch parametrized curves, extracted from a fit of
the plot of AE vs Tof at the true MC level, as explained
in [2]. have been moved within the statistical error. The
impact of this variation is again not negligible only for
the lighter fragments H and He (< 0.5%). Another svs-
tematic studied to look for effects on the purity correction
was a more stringent request on the fragment charge Z
selection, asking for each point in the AE vs Tof plane to
be within N sigmas from the closest Bethe-Bloch curve.
The impact of this selection is very strong on the avail-
able statistics for the background sample and it is not
possible to ask for a number of sigmas less than 2. In
the end the impact on the purity was found to be of lim-
ited impact with respect to the loss of statistics. This
can be understood clearly looking at Fig.@ The differ-
ent Z charges are already well separated. In the specific
case of the Li, where the purity correction has the biggest
impact, there is no evident different distribution due to
the pair of He ions release with respect to the one of Li.
Due to the low statistics of the background sample this
systematic results negligible because compatible within
the statistical uncertainties with respect to the default.
Finally the impact on the ZID coming from the TW cal-
ibration strategy was tested. In the TW calibration each
AE peak is fitted and calibrated to the MC value with a
Birks fit [23] (20l [34]. Moving the AE fitted mean value
within the statistical error an impact which range in the
interval [(.1-2]% has been found.
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The systematic uncertainty on the unfolding procedure
has been assessed by unfolding the MC FLUKA angular
distribution using a different unfolding method with re-
spect to the nominal one (Bayesian iterative). The Itera-
tive Dynamically Stabilized (IDS) method [39] has been
chosen as alternative method using the same number of
iteration. The difference on the unfolded spectra between
the two method range in the interval [0.1-3.6] % where the
higgest impact is on some angular bin of the heavier frag-
ments.

Finally, the robustness of the reconstruction proce-
dure, including the background subtraction exploiting
out of target fragmentation, has been checked. The use of
a background subtraction approach, given its statistical
nature, introduced an unecertainty in the cross section
reconstruction.  As reported in Sec. the analysis
method was validated looking at the agreement between
true and reconstructed MO cross sections after the un-
folding procedure. The difference between the true and
the reconstructed MC cross sections takes into account all
the intrinsic limitations of the adopted strategy mainly,,,
due to the absence of tracking detectors in between the,
target and the TW detector, about 2 m apart. This con-_
tribution was found to have an impact for all the frag-,
ments in the range [0.3-2.5)% for total cross sections and,
it can be as high as 10% for angular differential cross,
sections. -

The numerical evaluation of the overall contributions,
of the svstematic uncertainties is shown in the fourth,,
column of Table[[] and of Table [[T]

adl
L1~
L.Et]

V. RESULTS i

For data analysis, all the six runs of 400 MeV /u %0 on®*
bmm Carbon target were oconsidered along with a%®
run without target to perform background subtraction 5
Three among physics runs were acquired with MB trig-5®
ger: despite in these runs the interesting share of events®™
can be low, they are very important for two main rea-se
sons. Firstly, MB trigger is not affected by biases and itssm
operation is quite robust. Secondly, MB runs are used tose
tune fragmentation trigger for the relevant beam-targetss
setting. Indeed, during MB runs, trigger thresholds onse
TW central bars are chosen as a trade off between the re-se
jection of non- fragmentation events while keeping mostss
of Nitrogen fragments which can be affected by a toosm
tight choice of the thresholds. For the other three runsm
a mixed trigger setting was chosen, namely all the frag-ru
mentation events were acquired along with a fraction ofre
MB events: this means that the data sample contains:m
both FRAG events and MB events (1 out of 10 in thism
case). However, since the MB trigger rate is mnch higheris
than the FRAG trigger rate, in these runs the events arers
almest equally shared between MB and FRAG and thuse
they have to be considered as two independent measure-rm
ments. Data quality checks were performed separately onw
each run to assess the consistency among data acquiredrs

Em:__'i_' s [Data
,E r 1 s emr
500 = 5rs- armar
500
A0
0
20
; ——
00—
L .
P A P | A PP PP B
2 3 4 5 6 T

FIG. 5. Elemental frapment ation cross sections for fragments
2o ZST.

in the same setting. After the successful outcome of such
checks all the MB statistics was added together (all the
MB runs and the MB part of FRAG runs) and the same
was done with FRAG statistics. The background sub-
traction at vields level is performed after the caleulation
of Yra/Nprim T a8 weighted average of MB and FRAG
data samples. After selection outs discussed in Sec. [[11
= 1.7 » 10% MB events and = 6.8 x 10° FRAG events
{corresponding to more than four million primary parti-
cles) were used for the analysis while for the background
only = 5 = 104 were selected due to the limited amount
of statistics without target. Tlns, the error on cross sec-
tion measurements, especially on angular ones, is mainly
driven bw the error on the sample without target. All
the vields in Eq- and in Eq.(4) are considered after
the unfolding procedure. In Fig. [bf the elemental cross
section for 2 < 2 < T in the relevant polar angle range
and velocity range is reported. along with statistics and
systematics errors (discussed in 5{&{-

In Table[[|the elemental cross sections for He, Li, Be, B,
C and N fragments in the velocity range 0.3 — 0.9 and in-
tegrated in the angle (0° < # < .77 are reparted. Despite
the %0 beam was delivered at an energy of 400 MeV/u ,
the effective energy per nucleon at the target was a bit
lower due to previous energy losses and it was estimated
by MC simulation to be equal to 393 MeV/u at the center
of the target. In Table|l] the statistical and systematic
uncertainties are reported separately and their weight on
the final value is reported. Except for Helinm, it is pos-
sible to see that the svstematic uncertainty it &= always
lower that the statistical one, which is mainly driven by
the limited statistics of the sample without target. As al-
ready reported in [23], to our knowledge there are no rel-
evant measurements for He and Li at these energies while
there are some for £ = 4. Moreover, no new measure-
ments were published between [23] and the writing of this
work. The obtained elemental cross sections are then di-
rectly comparable with our previous measurements, sinoce
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FIG. 6. Anpgular differentisl cross sections for fragments 2 <
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the angular acceptance was the same and the velocity
range of this work is slightly larger but with a mininmm
impact on the results. From previous work, the main
comparison was performed with [20], a paper providing
elemental cross sections within an angular acceptance of
~ 7% with a 375 MeV/u '*0Q beam, an energy slightly
lower with respect to this work. In particular, only Z = 5
cross sections were provided, allowing a fair comparison
despite the different angular acceptance given the mostly
forward production of such fragments. In [23] we con-
cluded that the results seemed to confirm those in [20].
In this work, we confirm our previous measurements re-
garding Be, C and N while for He, B the result is slightly
lower but still comparable within the uncertainties. The
higgest difference involves the Li results. As discussed in
Sec. |I1I Bl this s due to the impact of the purity correc-
tion not taken into account in the previous work. The
effect of the absence of the purity correction in previous
work s the one of overestimating the cross sections for
those fragments for which the correction is bigger. While
the correction is almost negligible for most of the frag-
ments for Li is important due to the events of He ions
pairs which release in a TW bars’ crossing an energy sim-
ilar to the one released by a Li, as discussed i.tlIHEI The
final results for the angular differential cross sections are
shown in Table[lT] To our knowledge, in this case, there
are no previous results to compare with. Thanks to the

unfolding technigues, we succeeded in reducing the sys-?

tematic uncertainties on the angular spectrum although

the limited statistics of the without target sample gave:
an important contribution to the statistical uncertainties:
going from 5% to 20% on average except for a 40% con-:
tribution in the first bin of Li. As already mentioned
the mumber of bins and their width were carefully cho-:

Lo

L

18

L

Element a+ M+ A [mb| LY. Ao
He GRY 4+ 13 4+ 30 1.0% 4.3%
Li M4+342 5.4% 3.2%
Be W31 T.6% 3.2%
B G+ 443 5.7 4%
[ 1354+ 645 4.5% 3.7%
M 117+ 6 + 4 5.4% 3%

TABLE I Elemental cross sections measured in this worlk.
The contribution of the statistical ard systematic uncertain-
ties is reporbed separately. The contribution of the statisti-
cal and svstematic upcertainties to the final result s visible
through the reported relative errors.

sen considering the available statistics in order to have a

reasonable mumber of fragments in each bin.

Z 0] oA AL bat] Agaf/r Ao
0} — (LG 10 +13+5 11.6% 4.3%
06 —-1.2 BT +64+ 3 7.2 4%
1.2-1.8 G5 +34+2 2% 40%
1.8 —2.4 454241 4.7% 3.2%
2 24-3 M+14+2 36% 44%
3-36 M+1+1 42% 4.5%
36 —4.2 14+ 14+0.5 4.2% 4.5
4.2 — 4.8 O 04 403 4.3% 3.5%
4.8 — 5.7 5403407 5% 14%
0} — (LG D+ 4403 A 3.7
06 —1.2 11+24+0.4 15% 4.25%
312-1.-8 G+14+0.2 17% 3.1%
18-24 S+ 0.5 + 0.2 % am
24 — 5.7 1+ (.04 4+ 0. 5% 4.2%
= 0.6 134+ 34+ 0.7 N 5.a%
406-1.2 T4+ 15402 % 3.2%
1.2 - 5.7 1401 &4 0l b 3.5%
[T ETETEN] AN 3.1
D612 194241 105 4.7%
1.2 - 5.7 1401 4+ 0.05 it 4.3%
0 — (1.6 BG + 13+ 3 155 R
6 06 —-1.2 F24+534+2 A% 44%
1.2 =57 24 0.1 4+ 004 546 4.6%
0= 0.6 160+ 15 + 6 R 3.0
T06-1.2 42434+ 3 6.8% 7.5W
1.2 — 5.7 1401 +0.03 13% 4.4%

TABLE II. Angular differential cross section memsured in this
work., The contribution of the statistical apd svstematic un-
certainties 15 reported separately.  The contribution of the
statistical and svstematic upcertainties to the fnal result s
visihle through the reported relatiwe ermors.

V. CONCLUSIONS

In this work, the analvsis for the measurement
of the elemental fragmentation cross sections of a
400 MeV fu '®0 beam interacting with a 5 mim graphite
target has been presented. Notably, we achieved the first
measurement of differential angular cross sections for this
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Element o+ Agtar £ Agys [mb] Agtat/o Agys/o

He 687 £ 13 £ 30 1.9% 4.3%
Li 09 £ 342 5.4% 3.2%
Be 36 341 7.6% 3.2%
B 63 443 5.7% 1%
C 1356 +£5 4.5% 3.7%
N 117+6+4 5.4% 3%

= [
E 700 — $ ¢ Data
D : I Stat. error
£ 600 — Sys. error
500 :—
400 :
300 :—
200 :—
- .
100 —
B - *
— »
_I | | | ] | ] | | | | ] | ] | | | | | | | | | | | | |
2 3 4 5 b

TABLE I. Elemental cross sections measured in this work.
The contribution of the statistical and systematic uncertain-
ties is reported separately. The contribution of the statisti-
cal and systematic uncertainties to the final result is visible
through the reported relative errors.

FIG. 5. Elemental fragmentation cross sections for fragments

2< 7 <T.
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w DCara

E Hﬂq—' ééﬁ::m E T + L e Z ﬂ[ﬁ] 0+ Astat + Asys [b Sr 1] ﬁstutfﬂ Asys /t’I

g 1o g rof 0— 0.6 110+ 13+5 11.6% 4.3%
s LI 0.6 — 1.2 87+ 6+ 3 72% 4%
of = F ’F 1.2 - 1.8 65+ 3+ 2 52%  3.1%
: . : —+ 1.8 —24 45+2+1 1.7%  3.2%
T —— F 2 2.4-3 34+1+2 3.6%  4.4%
ar - 2F 3—3.6 20+1+1 42%  4.5%
e e T A e I s i e 3.6 —4.2 14+140.5 12%  3.5%
or o1 4.2 — 4.8 940.4+0.3 43%  3.5%
4.8 —5.7 540.3+0.7 5%  14%
7 F o T =f = 0—0.6 9444 0.3 0%  3.7%
a2 " 5. anr = = 0.6 —1.2 11+£2404 15% 4.2%
g”%H gﬂi— 31.2-1.8 64 1+0.2 17%  3.1%
°F of 1.8 24 54054 0.2 9% 3%
13 %ﬁ £ 2457 1+ 0.04 £+ 0.04 5%  4.2%
E £ 0— 0.6 13+3+0.7 20%  5.3%
N3 E 4 06—1.2 74+1.5+0.2 21%  3.2%
T E 1.2 - 5.7 14+0.14+0.03 9%  3.5%
. e e 0— 0.6 30 £6 £ 1 20%  3.1%
5 0.6 —1.2 194241 10%  4.7%
- i 1.2 - 5.7 140.140.05 % 4.3%
s _]_ 1 Safene puas - 0— 0.6 86 + 13 + 3 5% 3%
g e e Epw o 6 0.6 —1.2 52 £ 3 4 2 55%  4.3%
3 b 8 120 1.2 —5.7 2+ 0.140.08 56%  4.6%
C 3 0— 0.6 160 £15£6 9%  3.9%
sl 3 7 0.6 —1.2 42+3+3 6.8%  7.5%
£ o 1.2 — 5.7 14+ 0.140.03 13%  4.4%

s S S T g Et L e 4 TABLE II. Angular differential cross section measured in this

o [] #17] work. The contribution of the statistical and systematic un-

certainties is reported separately. The contribution of the
statistical and systematic uncertainties to the final result is

FIG. 6. Angular differential cross sections for fragments 2 < visible through the reported relative errors.

Z <.



Thanks for listening!



