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Geant4

Geant4

A toolkit to simulate the interaction
of particles with matter
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Scenario

Main aim:

 making the execution of Monte Carlo simulations within
affordable times and costs

The approach:

 Minimizing the cost of the computer systems
 Achieving acceptable computation times

* Intensive reuse of serial simulation software

This work:

shows that it is possible to convert serial applications for
Geant4 to be effectively executed in a "pseudo-parallel”
mode with performances comparable to that achievable
by the corresponding native parallel applications
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Parallel applications

Advantages:

- parallel applications runs simultaneously on multiple
processors, or cores inside the same processor, resulting
in a significant increase in performance

Drawbacks:

« writing parallel applications generally implies a
challenging design

« converting serial into parallel applications possibly
requires a complete rewrite of the source code

* very expensive whenever excuted on high-end servers
(machines with a large number of processor sockets,
dozens, even hundreds, and a large amount of shared
memory)
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Computing environment

%r/l
Web Interface

WAN (external)

LAN (internal)

& Firewall
.
ry |
|
Lan 1000 Mhz pNode 1 Node 2 Node 3 : Node .. X
|
|
l
A==
Iscsi GFORC UPS

Cluster Data Storage
Ocfs2

Vulcano Workshop 2012 - Memmo Federici IAPS (INAF) Bruno Martino IASI (CNR)



How to run simulations

At login time the user profile script:
« Sets the execution environment

 Makes it possible for the user to select the number of
nodes devoted to the simulation
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How to run simulations

At run time a script:
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fa The model of the cryostat developed by Simone Lotti at IAPS

Vulcano Workshop 2012 - Memmo Federici IAPS (INAF) Bruno Martino IASI (CNR)

A XMS to
the
)ance of

In)



Simulation champaigns
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Practical advantages :

 makes the design of the detector more effective (the impact
evaluation of design changes is easily evaluated)

« performances are increased by a factor of 60, costs by a
factor of 7
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Conclusions
The cluster:
= has been optimized for GEANT4 use

» improves by a factor from 40 to 60 the speed for simulations that require large
computational resources (compared with a single PC of the same category )

= drastically decreases the probability of failure thanks his great speed
= jt’s cheap: it currently consists of 8 commercial PC for a total of 64 cores
* it’s modular: easily expandable without substantial changes

= can be easily reused on other projects!
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Future developments:

‘Porting of Monte Carlo code to NVIDIA GPU
multicore architecture

‘Use a distributed Parallel File Systems
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