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Want to know more about Spoke2 and WP2?

WP2: Talk by P.Lenzi and A.Annovi, at the Spoke2 meeting of 2023.
Spoke2: Talk by D.Bonacorsi (T.Boccali, S.Malvezzi), at the ISGC 2024 conference.
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Quasi interactive analysis of big data with
high throughput
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https://agenda.infn.it/event/38374/contributions/215690/
https://indico4.twgrid.org/event/33/contributions/1394/attachments/850/1100/ISGC24_BoccaliMalvezziBonacorsi.pdf

Introduction

e Analysing large amounts of data efficiently, exploiting the available resources as much as possible, is a common
challenge both for research and industry.

e From the beginning, the High Energy Physics (HEP) experiments at CERN, gave much attention to the computing
and data management aspects. Nevertheless, the next phases of the Large Hadron Collider (HL-LHC) will
require an even greater effort.
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Introduction

Some estimate for the next 5-10 years of CMS operation:

~30 Billion collision events + 30 Billion simulation events;
Each event: 2-4 kB;
The last update of the CMS Computing model foresees this

throughput:
Name Length % of the dataset Data to process Event, data rate
“A coffee” <5 min 1% (~0.6B evts) ~27B ~~1‘77G'\g752’
“A lunch break” 1 hour 10% (~6B evts) ~20TB ~~1é-,5(;'\3752'
“A night” 12 hours 100% (60B evts) ~200TB ~j_',__)26'\é|3752'

e Difficult to get more than 100 Hz/CPU core > needs efficient
distribution on a few tens of machines;

New analysis paradigm based on: ©
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Distributed computing on geographically separated -
resources. Y(ICSC &t

Not only concerning the HEP domain (“Data is data”):

e More and more scientific / industrial / societal domains
have or will have soon needs similar to those from LHC:

(\ ProtoDune: 2-3GB/s (like CMS); Real Dune: 80x

NEUTRINO

SLIA SKA: up to 2 PB/day;

)

?&V& A single genome: ~100GB, a 1M survey=100PB
‘ hd@py CTA projects: up to 10PB/y

Declarative programming and interactive workflows;
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Not only concerning the HEP domain (“Data is data”):

e More and more scientific / industrial / societal domains
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High Throughput Platform
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High Throughput platform

Deployment of the
Kubernetes resources
handled via HELM Charts.

l

Scalable on available resources

The execution happens in
the Dask Cluster;

Users choose on how many
cores parallelly distribute
the analysis.

Tommaso Diotalevi | 19 Settembre 2024

High Rate platform

1Er QD

multi-tenant i

[XeX)

\
[XeX )
v v
" Jupyter alols " Jupyter
pod

- e e eEsEsEsss==”

LR L L L e
- ememmomomomom oy,
-—-eeEmeEmemmmmm--

YICS

~ Annual
& Meeting




High Throughput platform in ICSC

High Rate platform

Deployment of the
Kubernetes resources
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* The execution happens in
the Dask Cluster;

* Users choose on how many
cores parallelly distribute
the analysis.
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e-thinking the analysis pipeline

Detector High-Level
collisions

Data
Analysis Image taken from:
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https://arxiv.org/abs/2107.02157

ICSC resources required by the flagship

Resources submitted to RAC on spring, and recently provisioned.

e Current phase (deployment of the cloud infrastructure):

128
vCORE

RAM: 2GB/core

~__
~50 TB
storage

The first analyses porting, using a prototypal platform running on these resources, is undergoing.

(For the dynamic allocation of
volumes, for user working areas.)

Liiill
HRRER
+

* Next phases: up to 670 cores CPU for the analyses scale tests, moving towards the finalization of the infrastructure (by
the end of the project).

* The adoption of heterogeneous resources (i.e. GPUSs), in the near future, is not excluded, based on possible synergic

applications with other flagship activities.

JCICSC Eiine
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Activities (so far) orbiting around the flagship

Vector Boson Scattering ssWW analysis
in hadronic tau and light lepton

Neural Network hyperparameter optimisation applied to future
colliders (FCC-ee)

Heavy Neutral Lepton search on heavy
neutrinos in the Dg decays

[ Muon detector performance analysis ]

[ Declarative paradigms for analysis description and implementation ]
Continuous Integration pipeline, triggering analysis INFN
execution on AF
x‘f‘.az%“:w:sé <R [ top quark+MET analysis ]
[ di-Higgs decaying to two b quarks and two muons ] NA Bg o
.INFN .LE e Benchmark interactive analysis for future
[ Search of rare events in tau to 3 muons decay ] S colliders (FCC-ee)
(Y

. . . — 10cs
Differential cross section measurement for ttbar =2
inclusive production

[ With the infrastructural support of WP5 J

Search for new phenomena in events with two opposite-charge
leptons, jets and missing transverse momentum

YCICSC §amss
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https://iopscience.iop.org/article/10.1088/2632-2153/ad622f

Scientific production in conferences

e Poster at the “International Workshop on Advanced Computing and by CMS over 2023, <z | |1 T
Analysis Techniques in Physics Research (ACAT 2024)”: — usmg‘g?@;af@mgﬂ = b
- Declarative paradigms for analysis description and implementation. = L 9 ’ - & = o
- Quasi interactive analysis of High Energy Physics big data with high throughput. | 1 § ’ ol
e Talk at the “Incontri di Fisica delle Alte Energie (IFAE 2024)”: : o
Analisi quasi-interattiva per big data con alto throughput per la Fisica delle e Dete“"f;gg"fma“e "
Alte En ergie. }-.ligh Throughput platform |
e Talk at the “International Conference on High Energy Physics (ICHEP 2024)”:
ataFrame Use case
Enhancing CMS data analyses using a distributed high throughput platform. oA ” /‘ ¢
e Talk at the “2nd European Committee for Future Accelerator (ECFA) Workshop on T kﬁ?‘ """"""""" D > <
— + (jg dask used as backend e
Higgs/EW/Top Factories”:
. . . . =" meE & New approach to data anaIyS|s
Benchmark interactive analysis for future colliders. E% d =
e Talk at the “Conference on Computing in High Energy and Nuclear Physics (CHEP 2024)”: , | AJ = Eosskikty
ot - stuay
Leveraging distributed resources through high throughput analysis platforms for enhancing - g;ff'g:r::r:\ée
HEP data analyses. | evaluation
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Conclusions

e The challenge presented by the next LHC phases requires a strong development effort of new tools, for making data
analysis as efficient and as modern as possible;

e In synergy with the big collaborations at CERN, a new High Throughput Platform has been developed:

o Based on interactive workflows and on declarative programming;
o Running on distributed resources (and heterogeneous).

e Several analysis from the HEP world are already testing such infrastructure, for performance measurements;

e Thanks to the resources allocated by RAC, the first tests with ICSC resources are undergoing.

e Strong synergy with other Work Packages inside Spoke2: both in “scientific” and “technological” aspects.

Once fully operational, such platform will be used by the entire ICSC community, including all kinds of industrial

applications.
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KPI- Key Performance Indicators

KPIID

Description

Acceptance threshold

KP12.2.2.1

Implementation of NV data analyses in the AF

N=z2

KPI12.2.2.2

Reference documentation of the AF

> 1 dedicated web site

KPI12.2.2.3

Hands-on workshops for AF users

= 1 workshops

KPI12.2.2.4

Scaling up the testbed AF infrastructure, serving k
tenants, for a total of Vdata analyses

> (200-M) cores

KPI12.2.2.5

Talks at conferences/workshops about AF
activities

> 1 talk
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RAC resources detail

7.1 Resources granted by INFN-CLOUD (PaaS)

vCPU (number of vCores and requested allocation time) Number of requested GPU and allocation time

Number Time vCORE Notes Number Time GPU Notes
* - * time in hours * * * NO GPU REQUIRED.
4 17520 32 1 1 1 The numbers were

entered due to a
problem with the form

vCPU (number of vCores and requested allocation time)
RAM per VCORE Notes

*

Memory in GB
4

O Software used or required, including preferred Cloud services
Le.: Kubernetes-as-a-service, Jupyter Notebook as a Service, Private Container Image Registry, Spark and Grafana as a
service, Dropbox-like sync-and-share service

Software used or Notes

required Total core hours: 4¥17520*32 = 2242560. This kind of resource does not
follow time evolution, to be considered constant for the entire project
duration.
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7.2 Resources granted by INFN-GRID (Batch processing)

CPU (number of Cores and requested allocation time) RAM Requirements
Number Time vCORE Notes RAM per VCORE Notes
* * * time in hours * Memory in GB
21 17520 32 4
Software used or Notes
required Total core hours: 21¥17520*32 = 11773440. This kind of resource follows a

time evolution, where:

- first 6 months: 876000 core hours, to be considered as 1000 cores * 20%
of time (1000 cores distributed in 5 data analyses);

- following 4 months: 730000 core hours, to be considered as 1000 cores
* 25% of time (1000 cores distributed in 5 data analyses)

- following 4 months: 730000 core hours, to be considered as 1000 cores
* 25% of time (1000 cores distributed in 5 data analyses)

- last 10 months: 9437440 core hours, to be considered as 5000 cores *
~26% of time (5000 cores distributed in 5 data analyses)

These nodes, on N CPU systems without the requirement of fast inter-

node infiniband communication (HTC-like), must have access to

permanent storage.
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