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b) chi2 statistics in QLA reports: number of pixels reporting bad QF (1 in Photo,> 50 in Spectro)
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1. Gestione e monitoraggio dello strumento NISP  
• Le persone e l’esperienza acquisita nell’integrazione di NISP è stata trasferita al NISP Instrument Operation Team (IOT) 
• Deputy NISP IOT Manager: Chiara Sirignano (UniPd - INFN)  
• Health Check and data quality  

• personale INFN e INAF in shift tutte le settimane 
• sviluppato tools di analisi e visualizzazione basati su ROOT  

• Supporto alle attività di analisi per la calibrazione coordinato da S.Dusini   
• Simulazioni per la validazione dei prodotti scientifici (Cloud Veneto e ReCas) 

Nel 2023/24 siamo stati coinvolti nella pubblicazione di  
“Euclid. III. The NISP Instrument” 

S.Dusini, F.Passalacqua, A.Renzi, S.Anselmi, C.Sirignano, L.Stanco

Monitoring of the alignment of the filter wheel

Dark Plateau

b) chi2 statistics in QLA reports: number of pixels reporting bad QF (1 in Photo,> 50 in Spectro)

Event 4aEvent 3a Event 5a Event 6a
Event 7a

High CR High CR High CR

Wheels 
problemsBad guide Bad guide

Trigger for bad-quality images 

Tuning of NISP heater to match NISP operation temperature  (SA1) 135 +/- 0.1 K
Heater power 1.031W —> 0.933 W

Heater power 0.933 W —> 0.918 W
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2. Sfruttamento scientifico dei dati di Euclid  
• Coinvolgimento a vari livelli di un ampio gruppo:  

• Stefano Anselmi, Andrea Begnoni, (Bianca De Caro)1, Stefano Dusini, (Louis Gabarra)1, Filippo Oppizzi, Francesca Passalacqua, 
Alessandro Renzi, Chiara Sirignano, Luca Stanco, (Antonino Troja)2 

• Barion Acoustic Oscillations: The Linear Point 
‣ Euclid Standard Project approvato nel 2024, PI Stefano Anselmi   

• CMB - Large Scale Structure correlation 
• Large Scale Structure - Gravitational Wave correlation (tesi PhD A.Bergnoni) 
• Cosmological N-body simulations 
• Studio della purezza e completezza della survey di Euclid GC con valutazione degli effetti dovuti alla “confusion” nella rivelazione delle sorgenti 

spettroscopiche, (tesi PhD F. Passalacqua) 
‣ “Key Paper” del Galaxy Clustering Observational Systematics, primo autore F. Passalacqua  

• Contributo al calcolo delle matrici di covarianza di Euclid (prof. P.Monaco, UniTs associato a Padova)

1. PhD terminato nel 2023 
2. passato a PNRR-calcolo



6 S. Anselmi, G. D. Starkman, R. K. Sheth
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Figure 4. Top: Real space correlation function rescaled by the

linear growth factor at four redshifts. Bottom: Similarly rescaled

redshift-space monopole. Smooth lines show equations (3) and

(5); symbols with error bars show the N-body results. The vertical

dashed red line marks the scale of the linear point in linear theory.

shows the real-space correlation function at four di↵erent
redshifts, rescaled by the scale-independent linear growth
factor as well as the linear bias b210(z). The linear bias val-
ues at z = (0, 0.5, 1, 2) are b10 ' (1, 1.29, 1.72, 2.95). The
bottom panel, shows the rescaled redshift-space monopole,
where � = f/b. The nonlinear theory predictions are in rea-
sonable agreement with the measurements. Again, the error
bars appear to be highly correlated, and, while the ampli-
tude of ⇠ is often discrepant by up to 10%, the locations of
the standard rulers are much more robust. Fig. 7, the ana-
log of Fig. 5 shows a more quantitative comparison: Notice
that, especially in redshift space, the peak and dip scales dif-
fer more significantly from the measurements. Nevertheless,
the LP scale still agrees to better than 0.5%. We conclude

Figure 5. Top: Real space BAO peak, dip and LP scales. Bot-

tom: Redshift space BAO peak, dip and LP positions. Smooth

black curves show the measurements in simulations, shaded gray

regions show 1% variation around the measurements, and dotted

and dashed curves show the linear and nonlinear theory values of

these scales.

that the LP is indeed a good ruler even for biased tracers at
late times in redshift space.

Before we exploit this fact, it is worth making one fi-
nal point. Recall that the amplitude of ⇠lin(sLP ) is within
about 3% of [⇠lin(sd) + ⇠lin(sp)]/2. Figures 4 and 6 show
that nonlinear evolution makes ⇠nl less steep than ⇠lin, both
in real and redshift space. Hence, ⇠nl(sLP ) corresponds to
[⇠nl(sd) + ⇠nl(sp)]/2 at percent level precision, a factor of
two improvement with respect to linear theory.

c� 0000 RAS, MNRAS 000, 1–10

Baryon Acoustic Oscillations: the Linear Point

Detect/constrain Dark Energy Neutrino Mass

linear point peak

dip

- Independently of a specific Dark Energy 
model and non-linear modeling

AND

Anselmi, Starkman, Corasaniti, Sheth, Zehavi - PRL (2018)

Anselmi, Corasaniti, Sanchez, Starkman, Sheth, Zehavi - PRD (2019)

comoving separation [Mpc / h]
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Goal:

From galaxy clustering -> Baryon Acoustic Oscillations -> Cosmic distances

HOW? Exploiting the Linear Point Standard Ruler

Estimate Cosmological distances from data

Anselmi, Starkman, Renzi, PRD (2023)

………….

Standard treatments -> assume extra 
theoretical assumptions and do not properly 
propagate uncertainties

MOTIVATION

WITH THE LINEAR POINT

- Properly propagate uncertainties

- Data driven approach!



The Linear Point in Euclid

Official Euclid Project:

People involved: Filippo Oppizzi, Alessandro Renzi,

5

(Galaxy Clustering SWG)

Andrea Begnoni, Stefano Dusini, Francesca Passalacqua, Chiara Sirignano, 
Luca Stanco, + …

Total   ̴20 Euclid members

Lead: Stefano Anselmi

“The Linear Point Standard Ruler with the Euclid galaxy survey”

First paper on simulated data to:

Euclid Flagship simulation

Linear Point stability

- validate the Linear Point method

- evaluate expected errors 

- Expected journal submission after the summer!



Next Steps
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Progressively move closer to actual Euclid observations

- Partial Sky coverage & irregular geometry

- Magnitude cut

- Redshift Bin optimization

- “Euclidized” covariances estimation

- Redshift error, purity & completeness

- Noise/line interlopers

- …

FINAL GOALS:

Apply the Linear Point Standard Ruler to Euclid Data

Cosmic distances to Constrain Dark Energy and Neutrino mass

(first data release in 2026?) to measure:



Purity and Completeness of Galaxy Clustering sample: effect of 
confusion 
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What are purity and completeness?

Michele Moresco - 5° Meeting Nazionale Collaborazione Euclid
True redshift
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Target: (0.9 < ztrue < 1.8) and flux (Hα + NII) > 1E-16 erg/s/cm2   
Target_estim: (0.9 < zestim < 1.8) and reliable 
accurate_z : (ztrue - zestim) < 3 x 0.002  
Correct = Target & Target_estim & accurate_z

Completeness = # (Correct  / #Target 
Purity = #Correct / #Target_estim 

Una corretta stima della Purezza e completezza dei dati è fondamentale per una corretta stima 
delle proprietà statistiche del campione su cui stimare i parametri cosmologici. 

Stimare l’effetto del continuo degli spettri non completamente contenuti nel detector di NISP e che 
possono falsificare la stima di z. 

Per questo usiamo il software SPRING sviluppato da INFN Genova e Padova che permette di 
simulare e ricostruire in maniera flessibile spettri di NISP, utilizzando come sw di simulazione e 
ricostruzione i pacchetti ufficiali di simulazione e ricostruzione di Euclid (OU-SIM, OU-SIR, OU-SPE)  
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protons Cryostat 
with NISP 
detector 

LiF target

Studio del segnale indotto da cosmici sui detector di NISP

• In maggio 2023 abbiamo ricevuto in prestito un H2RG engineering grade. 
• Primo test beam inizio giugno: problemi con il vuoto e troppo fondo termico (luce) sul detector. 

• Visto segnale di protone singolo 
• Abbiamo migliorato il “buio” utilizzando della Acktar e  

disegnando un nuovo coperchio 
• Nuovo test beam a maggio 2024 con completo scan  

dell’energie del fascio primario 5.5 —> 3.0 MeV  

• CN beam (LNL): protoni, E = 3.0 a 5.5 MeV, I = 300 nA su 
una targhetta sottile di LiF . 

• Energia dei neutroni dalla reazione Li(p,n): 1.3 - 3.8 MeV 
• Targhetta secondaria (2 mm polietilene)  

davanti al detector di  
NISP per produrre  
protoni di rinculo 

Test setup 
 

A HgTeCd semiconductor detector having 2040x2040 pixels was irradiated with low energy protons 
generated by elastic scattering of monochromatic neutrons on a thin plastic converter. The generated protons are 
not monochromatic, but they are distributed according to a spectrum which, according to reasonable assumptions, 
is given by  

!"#!$ =
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where #% is the neutron energy, #! is the proton energy and ( is a dimensionless parameter that fixes the spectrum 
shape (1). 

The monochromatic neutron energies, 
produced by the reaction ! + 12⬚

& → 4 + 56⬚
* , 

ranged from #% = 3834	keV to #% =1306 keV 
with approximately 500 keV intervals. The 
approximate spectra are shown in Figure 1 with the 
( parameter obtained for each neutron energy by a 
linear interpolation of its value as measured in [1] 
given by 
( = 2.035 − 9.214	 ×	10#+	#% (#%	in	keV). 

The detector is about 5 µm thick, thus, 
according to SRIM [2], protons beyond 400 keV 
energy are not absorbed and there is only a partial 
energy deposit. 

The expected anergy deposition for 5 µm 
thickness according to the spectra of Fig. 1 is 
shown in Fig. 2. The maximum energy deposit is 
correctly around 400 keV and a progressively 
lower deposit is expected for increasing proton energies. 

Some caution should be used in order to 
interpret these expectations. Firstly the detector is 
assumed to be infinitely wide, secondly the 
direction of all generated protons is assumed to be 
normal to the detector. Furthermore, the deposited 
energy can be shared among several adjacent 
pixels, thus forming a cluster.  

The detector was put under test in 
vacuum, cooled and wrapped to minimize infrared 
photon energy deposit and have, as much as 
possible, a dark data acquisition. Unfortunately, the 
neutron generation by protons on a thin Li⬚

&  target 
produces G–rays in the target assembly and 
secondary interactions with the cryostat generate 
X–rays. 

The recorded data consist of several 
sequences of frames each one being essentially a 
picture of the energy recorded by each pixel by sampling the detector matrix every 1.45408 s. After having 
integrated for 100 such frames the detector is fully reset.  A further problem is represented by the possible change 
of the sensitive thickness during data collection, depending on the amount of collected charge. 
 
Proton candidates selection 
 

The main problems to be tackled are:  
- the identification of energy deposited by protons in each pixel telling it from energy deposited by photons 

and the charge build-up due to dark current and other types of noise; 
- the association of identified energy deposits to form a cluster providing the incident proton energy 

deposit. 
The chosen approach was a multi-step process aiming at first to reject pixels which showed only dark energy 

measurements in order to reduce the sample to be analyzed for clustering, thus applying a loose candidate 

 
Figure 1 – Energy spectra of protons generated by elastic scattering on 
a thin plastic radiator for all tested neutron energies. The ordinate is the 
probability of a generated proton to have a given energy. It is worth 
noting that the maximum proton energy corresponds to the interacting 
neutron energy. 
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Figure 2 – Expected energy deposit distribution, as generated by 
protons distributed according to the spectra of Fig. 1, in a 5 µm thick 
HgTeCd detector. The ordinate scale is arbitrary, but normalized to the 
neutron production cross section. 
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E.Borsato, S.Dusini, G.Maron, F.Passalacqua, 
C.Sirignano, L.Stanco, A.Troja, P.Zotto
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Studio del segnale indotto da cosmici sui detector di NISP

Test setup 
 

A HgTeCd semiconductor detector having 2040x2040 pixels was irradiated with low energy protons 
generated by elastic scattering of monochromatic neutrons on a thin plastic converter. The generated protons are 
not monochromatic, but they are distributed according to a spectrum which, according to reasonable assumptions, 
is given by  
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where #% is the neutron energy, #! is the proton energy and ( is a dimensionless parameter that fixes the spectrum 
shape (1). 

The monochromatic neutron energies, 
produced by the reaction ! + 12⬚

& → 4 + 56⬚
* , 

ranged from #% = 3834	keV to #% =1306 keV 
with approximately 500 keV intervals. The 
approximate spectra are shown in Figure 1 with the 
( parameter obtained for each neutron energy by a 
linear interpolation of its value as measured in [1] 
given by 
( = 2.035 − 9.214	 ×	10#+	#% (#%	in	keV). 

The detector is about 5 µm thick, thus, 
according to SRIM [2], protons beyond 400 keV 
energy are not absorbed and there is only a partial 
energy deposit. 

The expected anergy deposition for 5 µm 
thickness according to the spectra of Fig. 1 is 
shown in Fig. 2. The maximum energy deposit is 
correctly around 400 keV and a progressively 
lower deposit is expected for increasing proton energies. 

Some caution should be used in order to 
interpret these expectations. Firstly the detector is 
assumed to be infinitely wide, secondly the 
direction of all generated protons is assumed to be 
normal to the detector. Furthermore, the deposited 
energy can be shared among several adjacent 
pixels, thus forming a cluster.  

The detector was put under test in 
vacuum, cooled and wrapped to minimize infrared 
photon energy deposit and have, as much as 
possible, a dark data acquisition. Unfortunately, the 
neutron generation by protons on a thin Li⬚

&  target 
produces G–rays in the target assembly and 
secondary interactions with the cryostat generate 
X–rays. 

The recorded data consist of several 
sequences of frames each one being essentially a 
picture of the energy recorded by each pixel by sampling the detector matrix every 1.45408 s. After having 
integrated for 100 such frames the detector is fully reset.  A further problem is represented by the possible change 
of the sensitive thickness during data collection, depending on the amount of collected charge. 
 
Proton candidates selection 
 

The main problems to be tackled are:  
- the identification of energy deposited by protons in each pixel telling it from energy deposited by photons 

and the charge build-up due to dark current and other types of noise; 
- the association of identified energy deposits to form a cluster providing the incident proton energy 

deposit. 
The chosen approach was a multi-step process aiming at first to reject pixels which showed only dark energy 

measurements in order to reduce the sample to be analyzed for clustering, thus applying a loose candidate 

 
Figure 1 – Energy spectra of protons generated by elastic scattering on 
a thin plastic radiator for all tested neutron energies. The ordinate is the 
probability of a generated proton to have a given energy. It is worth 
noting that the maximum proton energy corresponds to the interacting 
neutron energy. 

500 1000 1500 2000 2500 3000 3500 40000

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Ep (keV)

dN
/N

En = 3.834 MeV

En = 3.332 MeV

En = 2.828 MeV

En = 2.323 MeV

En = 1.817 MeV
En = 1.306 MeV

 
Figure 2 – Expected energy deposit distribution, as generated by 
protons distributed according to the spectra of Fig. 1, in a 5 µm thick 
HgTeCd detector. The ordinate scale is arbitrary, but normalized to the 
neutron production cross section. 
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selection. This process is accompanied by a pixel by pixel subtraction of the noise contribution to each identified  
photon/proton candidate energy deposit. 

Key to the implementation of such a process 
is the understanding of the charge build-up in a 
pixel. 

Pixels interested only by noise processes 
should show either a steady increase of the 
deposited energy or a small oscillation about a 
pedestal value, while pixels interested by the 
passage of a photon/proton should show a sudden 
step in the energy deposit at the frame 
corresponding to the particle time of passage. 

This is indeed the case as shown in Fig. 3. 
The detection of a sudden increase in a 

recorded signal can be obtained by a time 
derivative calculation, which, being the time 
sampling step a constant, just corresponds to a 
sequential evaluation of time differences. 

The straightforward way would be its frame 
by frame evaluation for every pixel, but this 
method is not safe enough, since, whatever 
threshold is chosen, multiple differences for the 
same sequence of frames could be detected. The 
chosen method was therefore more sophisticated, 
even if it requires that the probability for a double 
photon/proton hit in every sequence is negligible.  

After having computed the differences for a 
selected frame subsample (one frame every five 
ones, starting from frame 5) the highest difference 
is rejected. The remaining differences are fitted 
and the expected energy deposit at frame #100 is 
evaluated. The fit on the selected differences is a 
linear fit (H = IJ + K), hence, by integration, we 
get the quadratic form  

s2L4IM = N†+ KJ + 0.5 ∗ IJ'  
which describes the signal development for the 
chosen pixel. This form is of course an 
approximation of the actual signal evolution 
formula (probably an inverse exponential). The 
fitted form is then used to evaluate the expected 
signal at frame #100 in absence of any impulsive 
effect. The impulse contribution is then given by the difference between this expected value and the actual value 
as recorded for frame #100. This difference is attributed to the energy deposit due to a photon/proton passage 
through the detector. An example of the differences plot for all 4M pixels of a recorded sequence is shown in 
Fig. 4. Obviously, most of the pixels are not stricken by any particle, thus the histogram is the superposition of 
differences determined for unaffected pixels (~ 99%) and pixels in which an impulsive energy deposition was 
detected. The large number of unaffected pixels supports the hypothesis that only one photon/proton hits a pixel 
in 100 time frames. 

The unaffected pixels are not relevant and they should be removed from subsequent analysis. A reduced 
data set was then produced by rejecting all pixels in which the difference was lower than 4 times the variance of 
a gaussian distribution fitted to the central part of the histogram. The threshold was variable, since different 
conditions of temperature and noise were occurring for different sequences of data acquisitions and it was 
therefore determined sequence by sequence.  
 
Cluster reconstruction 
 

The produced data set constitutes a loose selection which is used to perform the cluster reconstruction 
for each photon/proton interaction in the detector. 

 
† The constant c is set equal to the signal value at frame #1 (pedestal) 

 
 
Figure 3 – Examples of recorded signals. A few cases of a sudden charge 
deposit (full symbols) are shown, together with a couple of cases of 
steady deposit energy deposit (empty symbols), as a function of the 
frame number. 
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Figure 4 – Recorded signal differences at frame #100 for all pixels of a 
data acquisition. The red line is a gaussian fit to the central part of the 
distribution. 
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The standard algorithm based on signal 
ordering by value is quite time consuming, thus a 
different approach was used. The search was done 
by applying progressively reduced thresholds: as 
soon as a pixel whose recorded energy passes the 
current threshold, the energy in the adjacent cells 
in a 5x5 matrix around the initiating cell are 
summed to define the cluster energy. The used 
cells are marked, to avoid their re-use, and, once 
the search on the whole detector is finished, a 
lower threshold is set and the search is repeated by 
looping on unmarked cells. The used thresholds 
are 50 keV, 40 keV, 30 keV, 20 keV, 10 keV, 5 keV, 
1 keV. As the loose selection thresholds are in the 
order of few hundred eV, it is not worth using 
lower thresholds. 

Some examples of reconstructed clusters 
are shown in Fig. 5. 

The cluster energy distribution is shown 
in Fig. 6 for the 3.834 MeV incident neutron 
energy case. It shows two clear superposed 
contributions: an overwhelming exponential one at 
lower energy joining a broad peak whose tail 
extends up to at least 300 keV. 

The broad peak can be interpreted as 
energy deposited by protons, while the exponential 
one can be interpreted as the photon/electron 
background. Although being partially superposed 
the separation between the two contributions is 
large enough to allow a background subtraction by 
fitting an exponential to the lower energy side 
(E < 40 keV). 

The background subtracted distributions 
for all tested neutron energies is shown in Fig. 7. 

A direct comparison with Figure 2 
suggests that, although the generic shape is similar 
and the deposited energy tends to peak at lower 
values as the proton energy increases, the 
expectation is not actually obtained. In fact, the 
lower threshold is essentially a constant around 50 
keV against a variable threshold between 120 keV 
and 250 keV; the peak is variable between 60 keV 
and 120 keV against a variable peak between 
160 keV and 300 keV and the maximum deposited 
energy is around 250 keV instead of 400 keV. 

These differences cannot be explained 
just by the thinner sensitive volume of the detector 
pixels and the superposition of the deposit due to 
different incidence angles. 

A more complex analysis is therefore 
needed in order to try to understand the 

 
 
Figure 5 – Examples of reconstructed clusters.  
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Figure 6 – Energy of reconstructed clusters for !! = 3.834	MeV  
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Figure 7 – Energy deposited in reconstructed clusters for all tested 
neutron energies after photon/electron background subtraction. The 
histograms are not normalized to the incident beam current.  
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Figure 8 – Maximum energy deposited per pixel in reconstructed 
clusters (black histogram) and second maximum energy deposit (red 
histogram) for !! = 3.834	MeV	.  
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Proton ID: Il detector è letto in maniera non distruttiva per 100 frame, ~145 sec, e il protone e’ cercato come un salto nella 
rampa di crescita del segnale dovuto al rumore.  

selection. This process is accompanied by a pixel by pixel subtraction of the noise contribution to each identified  
photon/proton candidate energy deposit. 

Key to the implementation of such a process 
is the understanding of the charge build-up in a 
pixel. 

Pixels interested only by noise processes 
should show either a steady increase of the 
deposited energy or a small oscillation about a 
pedestal value, while pixels interested by the 
passage of a photon/proton should show a sudden 
step in the energy deposit at the frame 
corresponding to the particle time of passage. 

This is indeed the case as shown in Fig. 3. 
The detection of a sudden increase in a 

recorded signal can be obtained by a time 
derivative calculation, which, being the time 
sampling step a constant, just corresponds to a 
sequential evaluation of time differences. 

The straightforward way would be its frame 
by frame evaluation for every pixel, but this 
method is not safe enough, since, whatever 
threshold is chosen, multiple differences for the 
same sequence of frames could be detected. The 
chosen method was therefore more sophisticated, 
even if it requires that the probability for a double 
photon/proton hit in every sequence is negligible.  

After having computed the differences for a 
selected frame subsample (one frame every five 
ones, starting from frame 5) the highest difference 
is rejected. The remaining differences are fitted 
and the expected energy deposit at frame #100 is 
evaluated. The fit on the selected differences is a 
linear fit (H = IJ + K), hence, by integration, we 
get the quadratic form  

s2L4IM = N†+ KJ + 0.5 ∗ IJ'  
which describes the signal development for the 
chosen pixel. This form is of course an 
approximation of the actual signal evolution 
formula (probably an inverse exponential). The 
fitted form is then used to evaluate the expected 
signal at frame #100 in absence of any impulsive 
effect. The impulse contribution is then given by the difference between this expected value and the actual value 
as recorded for frame #100. This difference is attributed to the energy deposit due to a photon/proton passage 
through the detector. An example of the differences plot for all 4M pixels of a recorded sequence is shown in 
Fig. 4. Obviously, most of the pixels are not stricken by any particle, thus the histogram is the superposition of 
differences determined for unaffected pixels (~ 99%) and pixels in which an impulsive energy deposition was 
detected. The large number of unaffected pixels supports the hypothesis that only one photon/proton hits a pixel 
in 100 time frames. 

The unaffected pixels are not relevant and they should be removed from subsequent analysis. A reduced 
data set was then produced by rejecting all pixels in which the difference was lower than 4 times the variance of 
a gaussian distribution fitted to the central part of the histogram. The threshold was variable, since different 
conditions of temperature and noise were occurring for different sequences of data acquisitions and it was 
therefore determined sequence by sequence.  
 
Cluster reconstruction 
 

The produced data set constitutes a loose selection which is used to perform the cluster reconstruction 
for each photon/proton interaction in the detector. 

 
† The constant c is set equal to the signal value at frame #1 (pedestal) 

 
 
Figure 3 – Examples of recorded signals. A few cases of a sudden charge 
deposit (full symbols) are shown, together with a couple of cases of 
steady deposit energy deposit (empty symbols), as a function of the 
frame number. 
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Figure 4 – Recorded signal differences at frame #100 for all pixels of a 
data acquisition. The red line is a gaussian fit to the central part of the 
distribution. 
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The standard algorithm based on signal 
ordering by value is quite time consuming, thus a 
different approach was used. The search was done 
by applying progressively reduced thresholds: as 
soon as a pixel whose recorded energy passes the 
current threshold, the energy in the adjacent cells 
in a 5x5 matrix around the initiating cell are 
summed to define the cluster energy. The used 
cells are marked, to avoid their re-use, and, once 
the search on the whole detector is finished, a 
lower threshold is set and the search is repeated by 
looping on unmarked cells. The used thresholds 
are 50 keV, 40 keV, 30 keV, 20 keV, 10 keV, 5 keV, 
1 keV. As the loose selection thresholds are in the 
order of few hundred eV, it is not worth using 
lower thresholds. 

Some examples of reconstructed clusters 
are shown in Fig. 5. 

The cluster energy distribution is shown 
in Fig. 6 for the 3.834 MeV incident neutron 
energy case. It shows two clear superposed 
contributions: an overwhelming exponential one at 
lower energy joining a broad peak whose tail 
extends up to at least 300 keV. 

The broad peak can be interpreted as 
energy deposited by protons, while the exponential 
one can be interpreted as the photon/electron 
background. Although being partially superposed 
the separation between the two contributions is 
large enough to allow a background subtraction by 
fitting an exponential to the lower energy side 
(E < 40 keV). 

The background subtracted distributions 
for all tested neutron energies is shown in Fig. 7. 

A direct comparison with Figure 2 
suggests that, although the generic shape is similar 
and the deposited energy tends to peak at lower 
values as the proton energy increases, the 
expectation is not actually obtained. In fact, the 
lower threshold is essentially a constant around 50 
keV against a variable threshold between 120 keV 
and 250 keV; the peak is variable between 60 keV 
and 120 keV against a variable peak between 
160 keV and 300 keV and the maximum deposited 
energy is around 250 keV instead of 400 keV. 

These differences cannot be explained 
just by the thinner sensitive volume of the detector 
pixels and the superposition of the deposit due to 
different incidence angles. 

A more complex analysis is therefore 
needed in order to try to understand the 

 
 
Figure 5 – Examples of reconstructed clusters.  

0 1 2 3 4 5 6

0
1

2
3

4
5

6
0

10000

20000

30000

40000

50000

60000

Si
gn

al
 (A

D
C 

co
un

ts
)

`
Row #

Column # 0 1 2 3 4 5 6

0
1

2
3

4
5

6
0

10000

20000

30000

40000

50000

Si
gn

al
 (A

D
C 

co
un

ts
)

`
Row #

Column # 0 1 2 3 4 5 6

0
1

2
3

4
5

6
0

10000

20000

30000

40000

50000

Si
gn

al
 (A

D
C 

co
un

ts
)

`
Row #

Column # 0 1 2 3 4 5 6

0
1

2
3

4
5

6
0

5000
10000
15000
20000
25000
30000
35000
40000

Si
gn

al
 (A

D
C 

co
un

ts
)

`
Row #

Column #

 
 
Figure 6 – Energy of reconstructed clusters for !! = 3.834	MeV  
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Figure 7 – Energy deposited in reconstructed clusters for all tested 
neutron energies after photon/electron background subtraction. The 
histograms are not normalized to the incident beam current.  
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Figure 8 – Maximum energy deposited per pixel in reconstructed 
clusters (black histogram) and second maximum energy deposit (red 
histogram) for !! = 3.834	MeV	.  
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The standard algorithm based on signal 
ordering by value is quite time consuming, thus a 
different approach was used. The search was done 
by applying progressively reduced thresholds: as 
soon as a pixel whose recorded energy passes the 
current threshold, the energy in the adjacent cells 
in a 5x5 matrix around the initiating cell are 
summed to define the cluster energy. The used 
cells are marked, to avoid their re-use, and, once 
the search on the whole detector is finished, a 
lower threshold is set and the search is repeated by 
looping on unmarked cells. The used thresholds 
are 50 keV, 40 keV, 30 keV, 20 keV, 10 keV, 5 keV, 
1 keV. As the loose selection thresholds are in the 
order of few hundred eV, it is not worth using 
lower thresholds. 

Some examples of reconstructed clusters 
are shown in Fig. 5. 

The cluster energy distribution is shown 
in Fig. 6 for the 3.834 MeV incident neutron 
energy case. It shows two clear superposed 
contributions: an overwhelming exponential one at 
lower energy joining a broad peak whose tail 
extends up to at least 300 keV. 

The broad peak can be interpreted as 
energy deposited by protons, while the exponential 
one can be interpreted as the photon/electron 
background. Although being partially superposed 
the separation between the two contributions is 
large enough to allow a background subtraction by 
fitting an exponential to the lower energy side 
(E < 40 keV). 

The background subtracted distributions 
for all tested neutron energies is shown in Fig. 7. 

A direct comparison with Figure 2 
suggests that, although the generic shape is similar 
and the deposited energy tends to peak at lower 
values as the proton energy increases, the 
expectation is not actually obtained. In fact, the 
lower threshold is essentially a constant around 50 
keV against a variable threshold between 120 keV 
and 250 keV; the peak is variable between 60 keV 
and 120 keV against a variable peak between 
160 keV and 300 keV and the maximum deposited 
energy is around 250 keV instead of 400 keV. 

These differences cannot be explained 
just by the thinner sensitive volume of the detector 
pixels and the superposition of the deposit due to 
different incidence angles. 

A more complex analysis is therefore 
needed in order to try to understand the 

 
 
Figure 5 – Examples of reconstructed clusters.  
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Figure 6 – Energy of reconstructed clusters for !! = 3.834	MeV  
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Figure 7 – Energy deposited in reconstructed clusters for all tested 
neutron energies after photon/electron background subtraction. The 
histograms are not normalized to the incident beam current.  
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Figure 8 – Maximum energy deposited per pixel in reconstructed 
clusters (black histogram) and second maximum energy deposit (red 
histogram) for !! = 3.834	MeV	.  
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Anagrafica e richieste
cognome nome note contratto profilo aff perc

Anselmi Stefano Dipendente Assegno di Ricerca 2 100%
Bartolo Nicola Associato Incarico di Ricerca scientifica 4 20%
Bertacca Daniele Associato Scientifica Ricercatori/Professori università 4 20%
Chegeni Amirmohammad assegnista UNIPD - Associato INFN Associato Scientifica Assegni non INFN 2 100%
Dusini Stefano Dipendente Primo Ricercatore 2 80%
Liguori Michele Associato Incarico di Ricerca scientifica 4 20%
Maron Gaetano progetto HOP 20 Associato Associazione Senior 1 30%
Matarrese Sabino Associato Incarico di Ricerca scientifica 4 20%
Monaco Pierluigi associato a TS con 20% in EUCLID a PD Associato Scientifica Ricercatori/Professori università 4 20%
Naletto Giampiero Associato Incarico di Ricerca scientifica 2 20%
Oppizzi Filippo Dipendente Assegno di Ricerca 2 100%
Passalacqua Francesca Associato Scientifica Dottorandi 2 100%
Raccanelli Alvise Associato Scientifica Ricercatori/Professori università 4 20%
Renzi Alessandro DARK CC3M 10 ore Associato Incarico di Ricerca scientifica 2 40%
Sirignano Chiara Associato Incarico di Ricerca scientifica 2 70%
Stanco Luca DARK CC3M 20 ore Associato Associazione Senior 1 20%
Zotto Pierluigi Associato Incarico di Ricerca scientifica 1 30%

Anagrafica stazionaria: 8.1 (nel 2024 era 8.3)  
0.48 FTE / persona 
Tutti sono in accordo regole CSN2  

A partire dal 2024 la RN è passata da Luca Stanco a Stefano Dusini per limiti di età. 
Ringrazio Luca per il lavoro fatto e per il continuo aiuto che mi sta dando.   

CapitoloDescrizione k-Euro SJ  
(k-Euro) 

Consumo per attivita di laboratori test detector NISP, azoto liquido per criostato, piccole attivita di manutenzione e aggiornamento setup. 1,5 0
interno CMBX-correlation meetings, due meeting uno in Italia e uno all'estero per 2 gg e 2 persone (N*M*C; N=2, M=2, C=1k) 4 0
interno Riunioni contratto ASI, due riunioni  a Roma (N*M*C; N=1, M=2, C=0.5k) 1 0
interno Partecipazione di 3 persone al  Science Ground Segment Developers workshop 10, 5 gg in un luogo da definirsi al workshop 9 che si terra a settembre 2024. 

Attivita NISP IOT. (N*M*C; N=3, M=1, C=1.5k)
4,5 0

interno Missione di 5 gg di Stefano Anselmi al Laboratoire Univers et Theories, Observatoire de Paris, Universita Paris Citta, CNRS, F-92190 Meudon, France, per 
collaborazione scientifica e articolo con i dati Data Release #1 su Euclid Standard project "BAO and the Linear Point Standard Ruler with the Euclid galaxy survey" 
con il gruppo di ricerca guidato dal direttore di ricerca CNRS Pier Stefano Corasaniti. (N*M*C; N=1, M=1, C=1.5k)

1,5 0

interno Euclid Consortium Meeting a Leiden, Olanda, 6 persone per 5 giorni (N*M*C; N=6, M=1, C=1.7k) 10 0
interno Workshop di 3 gg per kick-off dell'attivita di cross-correlazione tra gravitational wave e Euclid large scale structure. A.Renzi. (N*M*C; N=1, M=1, C=1k). Attivita SJ 

alla realizzazione di questo workshop.
0 1,00

interno Partecipazione del rappresentante nazionale alle riunioni di commissione 2 (N*M*C; N=1, M=3, C=0.8k) 2,5 0
interno Due missioni di 2 gg a Trieste per collaborazione per Euclid Key Project Paper sulla stima della confusion nella misura di redshift delle galassie target (C.Sirignano e 

F.Passalacqua) (N*M*C; N=2, M=2, C=0.5k)
2 0

interno Galaxy Clustering  SWG meeting, 6 persone x 5 giorni (N*M*C; N=6, M=1, C=1.3k) 8 0
interno Riunione annuale Euclid Italia, 6 persone per 3-4 gg (N*M*C; N=6, M=1, C=1k) SJ alla effettiva organizzazione del meeting che nel 2024 non c'e' stato essendoci 

in Italia il meeting generale.
0 6,00

inventarioContributo per sostituzione laptop 1 0
seminariVisita e seminario del professor Glenn D. Starkman "Case Western Reserve University" Physics Department (Cleveland, USA). Durata: 7 giorni per collaborazione 

scientifica su Euclid Linear Point per misura BAO.
3 0

Totale 39 7

• Principalmente missioni per meetings. 
• Consortium meeting a Leiden (NL) a marzo in occasione 

della Q1. 
• Galaxy Clustering (Linear Point + Purity Completeness) a 

Garchhing (DE). 
• Euclid-Italia SJ, probabile che si fara ma non chiaro dove e 

quando.  
• Qualche richiesta dedicata a Linear Point project anche in 

previsione dell’analisi per DR1.  
• Missione per la partecipazione IOT al Science Ground 

Segment developers WS, quest’anno coperto in parte con 
fondi avanzi fondi ASI stornati.  

Nessuna restituzione di fondi assegnati a Padova

Responsabilità e ruoli:  
C.Sirignano Deputy NISP IOT Manager, Speaker committee 


