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The ALICE detector

* Located at the LHC collider (CERN).

e Studying the strong interactions
and the Quark Gluon Plasma,
within relativistic heavy-ion €@ o
collisions. =

o EMCAL | Electromagnetic Calorimeter

e FIT | Fast Interaction Trigger

e HMPID| High Momentum Particle
Identification Detector

o ITS| Inner Tracking System

* Sophisticated tracking and PID © ik Muon Tracking Cambers

systems.

 Before Run 3 (started in 2022):
upgrade for continuous readout.

e MFT| Muon Forward Tracker
a MID| Muon Identifier

e PHOS/CPV| Photon Spectrometer
© ToF| Time Of Fiight

@ TPC| Time Projection Chamber

@ TRD| Transition Radiation Detector

TOF detector: PID in the
03 GeV/C < p < 5 GeV/C ra nge' @ ZDC| Zero Degree Calorimeter

(~60 ps resolution). @® Absorber
@ Dipole Magnet

@ L3 Magnet
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From TRM to TRM2 for time measurements in the TOF
detector

TRM TRM2 " "
VME64X + "TOF P2" VMEG4X + "TOF P2

PolarFire
FPGA

PicoTDC PicoTDC PicoTDC

The TRM VME card is the main element of the TOF readout To replace damaged TRMs during LHC Run 4, a new TRM2

system and it hosts: project began, considering:

« An Actel ProASIC FPGA to manage the readout and board * A Polarfire FPGA to manage the readout and board
operations. operations.

« 30 HPTDC ASICs (24.4 ps LSB, 8 ch/chip) to provide time * 4 PicoTDC ASICs (12.2 ps or 3.05 ps LSB, 64 ch/chip) as
measurements. successors of the HPTDCs.
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The PicoTDC board

SEITILITE |

* First step for the TRM2 development.

Power Supply,
Switching
and LDO

e A PolarFire FPGA and 2 PicoTDCs,
connected to 2 high-density connectors for
plugging different FE boards and sensors.
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28.5cm

* External links to the FPGA to control the
board through USB and Ethernet
communication protocols (an optical link is
also provided).

PolarFire

FPGA
L PicoTDC]
B

20 cm

[
»

A
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Ethernet
connection

Client PC

PolarFire FPGA

Top_PolarFire

40MHz Clock

Peripheral_reset B

ol

* PHY chip <

L

TDC A

TDCB
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IPbus on-chip Ii
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My contribution:
the firmware project

The firmware architecture is based on
the IPbus protocol and provides a 1 Gb/s
Ethernet solution.

The Ethernet interface is designed to
manage the Ethernet frames in both
directions.

The UDP engine controls the
through the information nested in the
Ethernet frame.

The , the first element of the
IPbus on-chip, controls the IPbus read
and write transactions for the [Pbus
slaves.




IPbus on-chip

IPb_clock,
TDC_readout_clock,
Sys_clock (40 MHz)
and IPb_rst

The Transactor acts as the IPbus master
Control auxiliary and controls the operations of all the 12
Leds for debug IPbus slaves implemented.

Eth_clock and Eth_rst Manage status and

o control signals The slave addressing is performed
UDP_engine .
- 4 slaves for TDG A through the Bus fabric and the Address
readout decoder

To TDCs external

Transactor

signals pins Almost all the slaves are used to control
IPb_clock and Control the 12C the TDCs for:
IPb_ctrl_rst interface of TDCs
4 saves for TOC B * Configuration via 12C connection
reagou
* Controlling reset and trigger signals
IPbus master ¢ Readout
IPbus slaves
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My contribution:
the software project

C++ dependency
structure
l
II 12C_Master: External_signals:
I (C++ class controlling the (C++ class zontrolling Readout:
. ) ) ,’ IPbus slave for the TDC the IPbus slave for the (C++ class controlling the
User main programs Interactive interface II configuration via 12C) reset and trigger) IPbus slaves for the
II T readout of one PicoTDC)
. 1
C++ classes for connection to IPbus
Front-end C++ classes Jr vlr
slaves
MHAL library

Configuration:
(higher-level C++ class used to
IPbus API Iibrary control and perform the
whole PicoTDC configuration
Considering a higher abstraction level from the bottom to the

\
1
\
\
\
\
\ via 120)
1
]
\
1
top, the three-layer software structure (C++ based) is shown, \
\
1
\
\
\

|
in which the first bottom layer is the IPbus back-end library.

lv

PicoTDC:
(Highest level C++ class
\

controlling all the
PicoTDC ASIC operations)
I ——————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————
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My contribution:
the software project

User main programs

structure
12C_Master:

C++ dependency

Interactive interface

C++ classes for connection to IPbus

l
II
II (C++ class controlling the
1
]

]

]
]
1

Readout:
(C++ class controlling the
IPbus slaves for the
readout of one PicoTDC)

PicoTDC:

External_signals:
C++cl trolli
IPbus slave for the TDC (C++ class controlling
) . . the IPbus slave for the
configuration via 12C) .
reset and trigger)
J
Front-end C++ classes Jr vlr
slaves . .
1 Configuration:
‘| (higher-level C++ class used to
- i i trol and perform the ~
HAL librar IPbus API libra con p
H bra y Y ‘\ whole PicoTDC configuration

\ via 120)
\ I

Considering a higher abstraction level from the bottom to the \

top, the three-layer software structure (C++ based) is shown, \

. . . . . \

in which the first bottom layer is the IPbus back-end library. !
\
\
\

The final object

mainly used for

the interactive
interface

(Highest level C++ class
controlling all the
PicoTDC ASIC operations)
\
I ——————— N —————————
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My contribution:
the software project

/’ The final user interface is designed to hide the system complexity
/’ and works through prompt line commands. It provides two main
=3
: : _ > ‘\‘ * PicoTOF: user program to configure both the PicoTDCs.
C++ classes for connection to IPbus Front-end C++ classes \ | -
slaves “ $ ./PicoTOF fine 62 63
\“
HHAL library IPbus AP library \ | * PicoRead: user program for reading out data from the PicoTDC
‘\‘ chips, considering a trigger-based readout.
\ = /P1coRe: F1le. ptd:
Considering a higher abstraction level from the bottom to the ‘\‘ D e file.ptdatl
top, the three-layer software structure (C++ based) is shown, \

in which the first bottom layer is the IPbus back-end library.
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TDC resolution measurements
7 - Electromagnetic trombone @

Delayed

PLL clock
generator

Signall Signall . _
7'y T Signall  Signal2
]
»|Mezzanine f @
"] cHes cHe2 -
T 0 PicoTDC board 11.0 V power
@ I supply
TDCA
LReadout —_
— 12C Configuration = FPGA
TDCB [—Readout | @
Ethernet
Iconnection with
[ Disconnected | ETH Linux OS PC
FMC

This is the setup used for the TDC resolution estimation performing a two-channel time measurement,
considering two clock signals (100 kHz) and employing an electromagnetic trombone to shift one of the two
signals by a delay within the 0-600 ps range.
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Resolution measurements (2)

PicoTDC configuration:

$ ./PicoTOF --triggered --1w 400 360 --falling edge n --ch en fine 62 63 --init Aj

* Two channels are enabled and they perform measurements only on the rising edge, considering the 3.05 ps finest
binning («falling_edge» and «ch_en»).
* Triggered mode, to have data only when a software trigger is supplied («triggered»).

» Trigger latency and window set to 10 pus and 9 ps respectively («lw» parameters expressed in 25 ns clock-
cycle units).

Delay

8 Signal1
a8 Signal2

8 Trigger_window

@ Trigger_latency

e Trigger
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Resolution measurements (2)

PicoTDC configuration:

$ ./PicoTOF --triggered --1w 400 360 --falling edge n --ch _en fine 62 63 --init A}

* Two channels are enabled and they perform measurements only on the rising edge, considering the 3.05 ps finest
binning («falling_edge» and «ch_en»).

* Triggered mode, to have data only when a software trigger is supplied («triggered»).

» Trigger latency and window set to 10 pus and 9 ps respectively («lw» parameters expressed in 25 ns clock-
cycle units).

PicoTDC readout:

$ ./PicoRead --chip events 10000000 --output file.ptdat]]

The chip is selected using the label A or B («chip»).
Request for 107 triggered events («events»).
Saving all the read data from the selected chip in a «ptdat» extension file («output»).

SR ST
Y %
0
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Data analysis and results

TDC A: offset measurement | TDC bin =3.05 ps TDC B: offset measurement | TDC bin = 3.05 ps
10° 10°
& 2500F Entries 9052754 A @ 2400 o Entries 9018027
o - e =
= - Constant 9.05275e+06 = 2200 / \ """ Constant 9.01803e+06
w B OOV SUSPURUSTOTRPRTRRPUPUN: SUUUPURPIRIRIO JORSRS WL B USROS
so00l Mean 1889.14 L 2000F f Mean 1878.78
| 1800 e M
B Sigma 1.38811 E [ ] | Sigma 1.49665
- 1600 = I \
1500 - 14005 {7 \
- )t 12001 7 \
1000 1000 l \
C 800 ]
C B00E
500 = / \
B 4001 &\
- ,}/ k\. “E. | A . |
0 1865 1870 1875 1880 1‘8‘85I - 11896 I 1895 1900 0 I1865I — I18';-'[')I — ‘187"5I — I‘188[')I I1885I — I‘1890I
Aty (TDC bin) Aty (TDC bin)

These are the first measurements done for the offset induced by the trombone for both the TDCs, considering
a 0 ps configured delay.

Using a Gaussian fit, the values 1889.1 - 3.05 ps =5761.9 ps and 1878.8 - 3.05 ps = 5730.3 ps are estimated
respectively for TDCs A and B (multiplying the measured mean by the TDC bin).
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Data analysis and
results (2)

ctime(Zch) otime(Zch)
(ps) (ps)

The analysis results for the estimated delays show

10 10.5 4.3 10 8.7 4.6 excellent agreement (within 2 ps) with the expected
delays:

20 20.2 4.3 20 18.7 4.6

100 101.0 4.4 100 100.7 4.6 Delay,,.,, = (Meanye,s — Meangrget) - 3.05 ps

200 200.9 4.5 200 200.5 4.6 For a 2 channels time measurement, the Oyech)

300 301.4 4.4 300 300.8 4.5 resolution values are estimated using:

400 401.9 4.0 400 401.0 3.8 Otime(2ch) = SIgMapcas - 3.05 ps

500 501.3 3.0 500 500.4 2.9

600 601.8 3.9 600 600.8 3.6
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Data analysis and results (3)

TDC A: G yi0(1cn) r€SOlUtiONS TDC B: G yq(1cn) resolutions

’UT 5 B B B : —_ 5 = H H :
= o, & .F e

% ] S ......................... ESRRR O . tlme(1 Ch) j\ 45 :_ : 0time(1ch)

g | ' e T LB

£ 3 E

6: ................................................................................. § ;_

C TR T T Ty L Ty T R T T P T T T T P P T T T PP T P T PR TEP P TP PP PLY PRPPTPPIPPPPPPPIPTPPRPRI PPPPPR b :

[ ]
O OO SO OO RO OSTOROON SO L S S S
0 : 1 1 1 | 11 1 1 I 1 L1 1 1 L1 1 I 1 1 1 1 | 1 L1 1 I 1 L1 1 1 D :| I 1 | | | 1 1 1 I 1 | | | 1 1 1 | L1 L1 | 1 L1 1 | L1 L1
5800 5800 6000 6100 6200 6300 6400 5700 5800 5800 6000 6100 6200 6300
Atycp (ps) Atycp (pS)

The Gime(1ch) resolution value for each dataset is estimated, using:

G _ Otime(2ch)
time(1ch) — \/—
2

The 1-channel resolution measured for both TDCs, within a time interval of 600 ps, is found
considering the mean and the standard deviation for all 9 measurements.
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Conclusions and outlook

Reliable operations and good performances of the board hardware:

1. Measured delays in agreement within 2 ps with the expected ones.

2. 1-channel TDC resolution of (2.95 + 0.43) ps (maximum achievable
resolution is LSB/v/12 = 0.88 ps)

3. The DAQ system was reliable during all 36 hours of measurements.

The PicoTDC board and the DAQ system:
* Provide a good test environment for the TRM2
development.

Are good DAQ resources for sensor tests within test
beams or laboratory analysis.
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Conclusions and outlook

A

Reliable operations and good performances of the board hardware: o . L & \NW ' LIRO B

1. Measured delays in agreement within 2 ps with the expected ones.

2. 1-channel TDC resolution of (2.95 + 0.43) ps (maximum achievable
resolution is LSB/v12 = 0.88 ps)

3. The DAQ system was reliable during all 36 hours of measurements.

At the end of April 2024, | used the DAQ system and the board in
The PicoTDC board and the DAQ system: a test beam at CERN PS, for the ALICE3 group of Bologna.

* Provide a good test environment for the TRM2

development. The board was connected in a complete DAQ chain getting signals

o from SIPM and LGAD sensors, the devices under test.
* Are good DAQ resources for sensor tests within test

beams or laboratory analysis. The system was stable and reliable throughout the test beam!

INEN

BOLOGNA
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Test beam April 2024 —
(PS at CERN) , = T% Readout electronics box including:

LIROC FEB |
B \ * The DAQ chain: the PicoTDC
B N | board and the LIROC FEB
(amplification + discrimination)

‘ ol i 8 s ,_ W Sensors box including four layers

Wi 1. ol omg | \ T8 Y S i vt R\ (LGADs and SiPMs):

Power suppliers, NIM | s A \Wa

logic modules and Y 1 WA ammimd LGAD signal used as the
oscilloscope ' . ML Pl trigger signal

sensors connected
to TDC input channels
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Test beam April 2024 \p— =
( PS at C E R N ) y S = B Readout electronics box including:
/ | & | ‘ LOC FEB |

\ * The DAQ chain: the PicoTDC
board and the LIROC FEB
(amplification + discrimination)

At TB of June/July 2024, five
layers were employed and both
the TDCs on board were used!

Sensors box including four layers
(LGADs and SiPMs):

S = AU ‘
Power suppliers, NIM
logic modules and
oscilloscop

LGAD signal used as the
trigger signal

sensors connected
to TDC input channels
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April 2024 TB team

Thank you all!
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April 2024 TB team

Thanks to the entire Picoteam for the work

Thank you a 1 |:> done in developing both the board and the
DAQ system!
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Thank you for your attention!




Backup slides
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Electronics readout system of the TOF
detector

This is the electronics readout system of
, | _ the TOF detector, employing:
LTM CTTM LO input to CTP
HPTDC < trigger & clock
30 | TRM A\——> DRM2 data ) DAQ:dCTP e The TRM cards to provide timing
1 an
. HPTDC ' o ©) LHC clock measurements.
—J - 5 VMEG64x 2eSST (40 MHz) * The DRM2 card as the VME master to
160 MB/s
[...] D perform the TRMs readout.
\ 4
30 AP ll¢:> TRM H * The LTM as an independent interface

YV

32 bit parallel bus 10 for trigger purposes.

@)
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TOF detector continuous readout

Run 1-Run 2

Allowed region for the C-R/0 implementation

100

Matching

THC OB B g |

Matching window length [us]
=

TOF L0 (not used) 1 L2a E ol .
hit time - : i i
60~ o -
0o 1 2 3 4 s 6 7 8 9 10 11 ms = : : ;
1 = ; : :
50— R A——— SO | T . ......................... .......................
ntl  n+2 n+3 = i i
TOF hits belongin I = : ;
to event “n” o ?:IY:(;:ER 20 T —
- - = i TRM R/O limit
I -- 10 ___ . ........
ASYNC e :
TRIGGER o |

L T
Asynchronous trigger rate [kHz]

Run 3

Run 3 trigger working
point
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PicoTDC architecture

Timing Unit Data Processing Unit
Tri -
A0MHZ SOMH; Trigger i o
Ext ref. el interface ==
1.28GHz ! g Comtred, '|>'
- Trigger Programming, 12c
== 3 320MHz Monitoring = |.
= T 11 |
ﬁiﬁ .f |£ 1l i
VY G || A -
16 - Readol : x8
I - = TDC channel iy 8 Bit {>:
s : III 0 il 40,80,160,320M
D Hit ﬁ ,ﬁm BE - 1
' ==Hx16
. | Readout
Hits put X8
oo v | {> 1/4 Ports
Leading v + x8 ;);;ah;;;es
Trailing ‘D:-losbps
= , (4MHit/s
> per channel)
Readbt 4
Ea TDC channel buffer =] 8 Bit
L. ' i m | 40,80,160,320M
T matchin . Sync
\ | |16
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2-stage DLL used within the PicoTDC

1" stage DLL

1.28GHz IS IS > 12.2ps delay
/ -

Phase | |Charge
Detector| | Pump

2" stage »
A A A A AN AN A AN A A A Ly, Tesistive
PETTTLETL FITLT inerpolation | 3.05ps delay
fine-code :
Ph:ase > VVVVVVVVY VVVY s 32 steps each with
Adjustment distribution buffers )
0.6ps resolution
HIT —]>— Time Capture Registers
[ 1 1 ¢ [ [ [ 1 I
HIT —>— Time Capture Registers
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UDP/IP model

Network
D Host H
(5] Application Layer o T e
(4] Transport Layer (TGPIUDP) | 1
3,

(2] Data Link Layer (MAC)

o Physical Layer

\

\

\
\
\

\
\
\

IPbus packet

Each node in an Ethernet network of devices provides this layer structure, and each layer has its communication protocol.
The final Ethernet frame, sent on a physical connection, contains each layer’s information.
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PicoTOF main loop for

PicoTOF «init» option for TDCs: trigger-based readout:

429 if (vm.count("init™}){

430 83 while (iev < opt.events) { //Number of requested events (opt.events)

431 const string chip = wvm["init"].as<string>(); 84 sighgr.SetOneImpulseTrigger(trigger lane); // trigger lane defined by opt.chip

432 //5election of the chip that must be initialized 85 // Send a software trigger to the selected chip
433 if(chip == "A"){ ( : 86 buff = ptread.Read_One FIFO(@); // Read data

434 TDCA.Initialize Ext(1l, my block); //init

435 my_readA.Reset_FIFOS(4);//reset of all the readout fifos :; outb[@]=0x12345678; // event header

436 } 89 outb[1]=iev; // event id

437 else if(chip == "B"){ o 99 outb[2]=0x8; // separator

438 TDCB.Initialize Ext(2, my_block); //init . 91 outb[3]=buff.size()*; // data buffer syze

439 my_readB.Reset_FIFOS(4);//reset of all the readout fifos 9

i? else if(chii — “AandB"){ 93 if ((buff.sizf(}+4})MAX_OUT_BUF) 1 . )

442 TDCA.Tnitialize Ext(1, my block);//init 94 sttlj::cout« Too many data from FIFO per event, increase output buffer”<<std::endl;

443 my_readA.Reset_FIFOS{4); //reset of all the readout fifos % exit(EXIT_FAILURE);

444 TDCB. Initialize Ext(2, my block);//init % jelse {

A5 my_readB.Reset_FIFOS(4);//reset of all the readout fifos 97 /[ in future here we may want to insert a chip header....

A6 } 98 int i=0;

447 else 99 for (uint32_t word : buff) {outb[4+i]=word; i++;}

AAG cout<<"The only options allowed are A,B and A&B, skipping\n”; 108 }

449 101 fout.write((char*)&outb,outb[3]+HEADER_WORDS*4); //urite the data within an fout ofstream
458 ) 182 // the fout directory is defined by opt.output
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Test beam April 2024 (PS at CERN)

The sensors box included four layers for different sensors, among
LGADs and SiPMs :

e L4 (trigger): LGAD for a clean signal.
* Other 3 layers: sensors connected to TDC input channels.

A trigger latency of 650 ns and a matching window of 250 ns
were configured for one PicoTDC readout.
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Proton beam
at 10 GeV

L4 (LGAD)

Amplification

Delay and gate
and y 8

generator

discrimination
stage

SiPMs

650 ns Delay

v

Liroc Feb

Adapter (64 chs)

Amplification and discrimination
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DAQ system used
within TB April
2024

Client PC




The Ethernet interface module

Eth_clock and Eth_rst

CoreTSE

TSE_converter
_interface

—_—

Triple speed MAC MAC FIFO

(GMII)

Core
RGMII_to_
GMII

PHY chip

Module
configuring the
CoreTSE at each
board reset

APB
APB_
interface

Module acting
as the Link Layer
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