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Available emulators on Leonardo

Already available

• Cirq (Google) – GPU, cuQuantum

• Ocean (D-wave)

• Qiskit (IBM) – MPI, GPU, cuQuantum

• Pulser (Pasqal)

• Qibo – GPU, cuQuantum

• Pennylane – MPI, GPU, cuQuantum

• Quantum Matcha Tea – MPI, GPU

Work in progress:

• QuEST – MPI, GPU

• Cuda Quantum – MPI, GPU, cuQuantum
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EuroQCS-Italy

Leonardo - BullSequana XH2000, Xeon Platinum 
8358 32C 2.6GHz, NVIDIA A100 SXM4 64 GB, Quad-
rail NVIDIA HDR100 Infiniband

Rpeak 306.31 PFlop/s, Top500 Rank: 7

Neutral Atoms Analog Quantum Simulator
140 qubits – Q2 2025
Upgrade path: enabling partial addressability (Q3 2026)

Superconducting Digital Quantum Computer
54 qubits – Q1 2025
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https://pulser.readthedocs.io/en/stable/review.html



Neutral Atoms Quantum Simulators

Partial Addressability



Understanding Quantum Technologies
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EuroQCS-France

JOLIOT-CURIE ROME - Bull Sequana XH2000 , AMD 
Rome 7H12 64C 2.6GHz, Mellanox HDR100

Rpeak 12.04 PFlop/s, Top500 Rank: 132

Neutral Atoms Analog Quantum Simulator
100 qubits – Q1 2025

Photonic Quantum Computer
12 qubits – Q3 2025
Upgrade path: 24+ qubits Q3 2026



Photonic Quantum Computers



EuroQCS-Spain

MareNostrum 5 ACC - BullSequana XH3000, Xeon 
Platinum 8460Y+ 32C 2.3GHz, NVIDIA H100 64GB, 
Infiniband NDR

Rpeak 249.44 PFlop/s, Top500 Rank: 8

Superconducting qubits Coherent Quantum Annealer
10 qubits – Q3 2025
Upgrade path: two different upgrades
First one Q3 2026
Second one Q3 2027
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EuroQCS-Poland

Altair - CH121L V5 Liquid-Cooled, Xeon Platinum 8268 
24C 2.9GHz, Infiniband EDR

Rpeak 5.88 PFlop/s, Top500 Rank: 250

Trapped Ions digital quantum computer
20 qubits Q3 2025



Trapped Ions Quantum Computers



Euro-Q-EXA

SuperMUC-NG - ThinkSystem SD650, Xeon Platinum 
8174 24C 3.1GHz, Intel Omni-Path

Rpeak 26.87 PFlop/s, Top500 Rank: 50

Superconducting Digital Quantum Computer
54 qubits – Q3 2025
Upgrade path: 150 qubits Q4 2026

Selected IQM Radiance Machine
https://www.meetiqm.com/products/iqm-radiance



LUMI-Q

Karolina, GPU partition - Apollo 6500, AMD EPYC 
7763 64C 2.45GHz, NVIDIA A100 SXM4 40 GB, 
Infiniband HDR200

Rpeak 9.08 PFlop/s, Top500 Rank: 135

Superconducting Digital Quantum Computer
with unique star topology
24 qubits – Q3 2025

Selected IQM Custom («Radiance Star») Machine



Radiance Star Topology



Integrating HPC and QC

ETP4HPC White Paper: < QC | HPC > Quantum for HPC → https://www.etp4hpc.eu/white-papers.html#quantum
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The Hardware part

• Beginners: Connecting the qc to a node
• A commercial qc usually is set up to be 

connected to a classic computer via an 
Ethernet cable – easy part!
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The Hardware part

• Beginners: Connecting the qc to a node
• A commercial qc usually is set up to be 

connected to a classic computer via an 
Ethernet cable – easy part!

• Advanced: Hijack the connection
• To achieve a tighter connection and 

eliminate unnecessary latencies, one could 
also consider connecting the HPC node 
directly to the QPU (without going through 
the control computer present in the QC)

• This means installing firmware and 
operating systems for the QC on the HPC 
node, making it a de facto control system 
for the QPU
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develop SDKs that can talk to the control 
computer and consequently to the QPU

• Installing and using such software is step 0 
for integration



The Software part

• Beginners: Use the QC without HPC
• Usually the vendors that produce QC also 

develop SDKs that can talk to the control 
computer and consequently to the QPU

• Installing and using such software is step 0 
for integration

• Advanced: Use the QC as a part of an 
HPC job
• SDKs provided by vendors often do not 

include the use of MPI and/or CUDA to take 
advantage of HPC

• One solution might be to explore existing 
software (Nvidia CUDA Quantum, Eviden
Qaptiva)

• Or work with the vendor to write a custom 
SDK



The Middleware part

• Beginners: Exclusive allocation
• Exclusive usage of the QPU – other jobs 

have to wait

• Control over the whole computation, not 
single shots (good for VQA, not for Error 
Mitigation)
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• Advanced: Efficient allocation
• Non-exclusive usage – merging jobs

QUANTUM COMPUTING WITH NEUTRAL ATOMS
Loïc Henriet, Lucas Beguin, Adrien Signoles, Thierry Lahaye, Antoine Browaeys, Georges-Olivier Reymond and Christophe Jurczak



The Middleware part

• Beginners: Exclusive allocation
• Exclusive usage of the QPU – other jobs 

have to wait

• Control over the whole computation, not 
single shots (good for VQA, not for Error 
Mitigation)

• Advanced: Efficient allocation
• Non-exclusive usage – merging jobs

• Control over the single shots

• Shots frequency very low (neutral atoms, 
trapped ions) – Free the HPC resources 
during the QPU computation

• Shots frequency very high (superconducting 
QC) – Be sure that your scheduler is able to 
catch the shots!

https://www3.weforum.org/docs/WEF_State_of_Quantum_Computing_2022.pdf



Italian and European QC Environment
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Italian and European QC Environment

EuroQCS



Enjoy the Workshop!
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