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Pierre Auger Collaboration
17 Countries 
98 Institutions
~400 Scientists

Argentina
Australia
Belgio
Brasile
Colombia
Francia

Germania
Italia 
Messico
Olanda
Polonia
Portogallo 

Rep. Ceca
Romania
Slovenia
Spagna
USA

55 Scientists
35 FTE

Sez. INFN                                 RL

Catania                              R. Caruso            
Lecce                                     L. Perrone
Lab. Naz. Gran Sasso.         F. Salamida
Milano                                   L. Caccianiga 
Napoli                                    R. Colalillo    
Roma “Tor Vergata”            V. Verzi
Torino                                    A. Di Matteo
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2000                2005                2010                2015                2020                2025                2030                2035                                

International 
agreement

Engineering Array
NIM A 523 (2004) 50-59 

End of construction of 
the Observatory 

The Pierre Auger Observatory Upgrade

“AugerPrime”

Preliminary Design Report

The Pierre Auger Collaboration
April, 2015

OBSERVATORY

Observatorio Pierre Auger,
Av. San Martı́n Norte 304,
5613 Malargüe, Argentina

PDR AugerPrime

New International 
agreement

20th Anniversary 
Symposium

array of
77 SSDs 

FB 
approves 

Auger
Prime 

Foreseen end 
of AugerPrime
construction

End of installation of 
SSD/sPMT/UUB

Extension of data taking
(need an update of the 

International agreement)

Phase 1 Phase 2

Next November: revision of the International 
Agreement to extend the data taking until 2035

Phase 2

Phase 1

Finance Board: M. Pallavicini for the INFN

INFN uno dei maggiori finanziatori del progetto
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Collaborazione per realizzare il Data Center

Lorenzo Caccianiga – Università di Milano
Roberta Colalillo – Università di Napoli
Lorenzo Perrone – Università del Salento
Francesco Salamida – Università dell’Aquila 
Valerio Verzi – INFN Roma “Tor Vergata”

Ringraziamo Daniele Cesini e Carmelo Pellegrino per il consulto 
dato per formulare la proposta e verificare la fattibilità del progetto
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Auger Data Center

I dati di Auger vengono trasferiti da Malargüe
al Computing Center dell’IN2P3 (CC-IN2P3) 
in Lione (Francia)

- la Collaborazione ha accesso ai dati salvati al 
CC-IN2P3 
- siti mirror presso alcuni istituti (e.s. CNAF)

IN2P3 non sarà disponibile a mantenere il 
data center a partire dal 2025

Approvazione da parte del Collaboration
Board per ospitare il nuovo Data Center al
CNAF/Centro Nazionale
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Auger Data Center

CC-IN2P3 in Lione (Francia)

- corretto trasferimento dei dati da Malargüe

- storage dei dati raw con ridondanza

- primo processamento dei dati raw
merging of events (SD,FD,…)
physics trigger (T4,T5)
small PMT calibration (CT)
first preliminary reconstruction with Offline
tasks sotto la responsabilità di INFN-MI

- SD shits

- storage di alcune simulazioni

- accesso ai dati: ogni membro della 
Collaborazione può richiedere un account a Lione 



Malargüe

MONITORING
http://paomon.physik.uni-wuppertal.de/

MySql and SQLite databases 
FD calibration

atmospheric data
…

DATA PROCESSING
Offline Framework
https://gitlab.iap.kit.edu/

Advanced Data Summary Tree 
(ADST)

sftp -o Port=443
gaugo@augerlogin.iap.kit.edu

Control and  Data 
Acquisition System

(CDAS)

MIRROR SITES
Czech Republic, Germany, 

Italy, Mexico, Portugal

AUGER DATA CENTER

raw data
merging of events (SD,FD,..)

physics trigger (T4,T5)
sPMT calibration

…

http://paomon.physik.uni-wuppertal.de/
https://gitlab.iap.kit.edu/
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Auger Data Center: accounts 
Connection to Lyon: personal accounts, ssh

Auger user à group «pauger»
• total of ≈350 accounts  
• 7 account are generic for data management and production

Private/user
• for each user: allocate a «home» disk space of 20 GiB (/pbs/home). It is backed-up.
• 400 GiB used (à several users not using their allocated space) 

Active users ≈140
• most of them probably active only for SD shifts
• active users beyond SD shifts: ≈50 + 7 generic ones

Shared storage for users
• common area of 100 GiB (/pbs/throng/pauger) where users may share important

data to be backed-up regularly
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Auger Data Center: storage 
Permanent Backed-up Storage (/pbs) – 5 TiB

• users: «home» disk space and common area

Semi Permanent Storage (SPS) – 100 TiB
• non-backed-up area designed to host large volumes of data that users access 

regularly à access to raw data and firts processing (saved on TSM)

Large data files storage: disk/tape - 300/1000 TiB
• disk: 

• iRODS – 300 TiB raw data including AERA, …
• tape:

• HPPS – 900 TiB include simulations
• TSM  – 100 TiB backup of raw data in two different buildings

Other
• XRootD – 10 TiB dCache – 30 TiB

AERA data ≈ 100 TiB in iRODS too large to be stored in SPS
iRODS not available at CNAF note:
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Auger Data Center: computing 
2024:  allocated 3400 HS06
requests tend to exceed those allocated. Similar trend in the past years
CPU mainly used by few users
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Data transfer from Malargüe
Total amount of data  640 GiB/month

• T2DUMP    326.5 GiB
• AERA         167.0 GiB
• CALIB          82.3 GiB
• CDAS           72.8 GiB

  

Trasferimento dati da Malargue (~0.6 TiB/mese)

04/27/2024 05/27/2024
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Total data pushed (in Bytes)

Size

FD Shift

The amount of data per month 

(total, including AERA) is around 640 GiB and it 
can be splitted as:

     T2DUMP   326.5 GiB

     AERA     167.0 GiB

     CALIB     82.3 GiB

     CDAS      72.8 GiB

- rsync over ssh
- ftp per files di 
AERA (100 GiB 
ciascuno) 

- Bash scripts in Malargue e in Lyon. 
- Necessità di accesso da parte del system manager 
dell’Osservatorio con particolari permessi “Mirror administrative 
account” (da discutere in dettaglio) 

Data transfer done by the system manager of the Observatory

à «Mirror administrative account»
• rsync over ssh
• ftp for AERA files (100 GiB each)
• bash scripts in Malargue e in Lyon

note: increase of the amount of data (< factor 2) once AugerPrime will be fully operative
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Auger Data Center: richieste di risorse di calcolo

CPU 
(€/HS06)

Disk   
(€/TB-N)

Tape   
(€/TB)

10 100 10

• user interface “carrozzata” con 32 core, 2 GB di RAM e 200 GB di disco  
necessaria per permettere agli utenti di Auger di operare al CNAF

• HPC: 1 nodo con 4 GPU H100
     ricostruzione degli eventi con algoritmi di machine learning

CPU DISCO TAPE
Infrastruttura

(Tier1, Cloud,...)HS06 kEuro
Range 

temporale
mesi

TB kEuro TB kEuro

3000 30 12 300 30 1000 10 Tier1-CNAF
- - - - - 300 3 ReCaS 

nota: ridondanza dei raw data su TAPE al CNAF e a ReCaS
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Auger Data Center: richieste di risorse di calcolo
2024 2025 2026 2027 2028

CPU 
[HS06]

3000 4000 5000 6000

Disco [TB] 300 350 400 450
Tape [TB] 1300 2000 2500 3000

Il profilo temporale delle richieste è meramente indicativo e sarà riformulato in modo 
più puntuale quando il Data Center sarà operativo.

Ci attendiamo un aumento graduale delle risorse per via dei nuovi dati che saranno 
raccolti dai rivelatori e nell’aspettativa dell’aumento delle attività di computing.

L’aumento delle risorse non contempla i possibili futuri sviluppi del Data Center.
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Ø molte possibilità di estendere il ruolo del Data Center

Ø grande valore aggiunto in «data and knowledge preservation» di un esperimento unico di durata 
trentennale che ha anche un carattere fortemente multidisciplinare   

> 1018 eV
- SD 1500 m 
- FD 

> 1016 eV
- SD 750 m 
- SD 433 m 
- HEAT 
- AMIGA (µ’s)
- AERA (radio)

Atmospheric data
- CLF/XLF, Lidar, raman
- Weather stat., IR Cameras
- APF, HAM, FRAM, … 

External projects & RD
- GRAND, IceCube, GCOS, 
PEPS…
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Auger Italia: richieste di risorse di calcolo

CPU DISCO TAPE
Infrastruttura

(Tier1, Cloud,...)HS06 kEuro
Range 

temporale
mesi

TB kEuro TB kEuro

INCREMEN
TO

0 0 0 0 0 0 0

PLEDGE 
(attuale + 

incremento)
5430 54,5 12 1100 110 300 3 CNAF-Tier1

I gruppi italiani Auger già usufruiscono delle risorse di calcolo al CNAF (cluster creato nel 2010)
• CNAF è tra i CE della VO Auger per le simulazioni GRID
• mirror dei dati raw per la ricostruzione degli eventi ibridi  (coincidenza tra rivelatore di superficie 

e telescopi a fluorescenza)
• simulazioni RealMC (eventi ibridi) per analisi condotte dai gruppi italiani  

Le richieste per «Auger Data Center» sono aggiuntive rispetto a quelle per «Auger Italia». Unica 
sovrapposizione sono i dati raw necessari per la ricostruzione degli eventi ibridi (40 TB)
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END
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The 433 m surface array Gaia Silli

which it shares seven WCDs. At the same site, the location of the Underground Muon Detector
(UMD) buried close to the WCDs is shown in Fig. 1.

The analysis of the array trigger e�ciency was performed by simulating the response of the SD-
433 to air showers. These were produced using CORSIKA 7.4950 with QGSJetII-04 and FLUKA as
the high- and low-energy hadronic interaction model respectively. The simulation sample consisted
of 2000 proton- and 2000 iron-initiated air showers. The primary particles followed a continuous
energy distribution as ⇢

�1 between 4 ⇥ 1016 eV and 1017 eV and an isotropic distribution up to a
zenith angle of \ = 55°. The detector response was simulated employing the O�ine framework of
the Pierre Auger Collaboration [13]. Each shower core was randomly placed ten times within the
unitary cell of the SD-433.

SD-750
SD-433
UMD

Figure 1: The schematic map of the SD-433. The complete
array consists of two crowns (seven hexagons) of 19 WCDs
spaced at 433 m.

The remaining analyses were based
on the real data acquired between May
2013 and May 2020. The response of
the array to the impact of a shower front
is defined hereafter as an event. Three
conditions were required to select physi-
cal events among the background. Firstly,
the event must have at least three triggered
WCDs in a compact triangular configu-
ration. Secondly, the six nearest WCDs
around the one with the most intense signal
must be operational (not necessarily trig-
gered). Lastly, to ensure an unbiased es-
timation of the air-shower features, we se-
lected events without any saturated WCDs.
The final data-set was comprised by 115
thousand events.

3. Array e�ciency

The array’s e�ciency n is the probability of detecting an air shower by estimating the features
of the primary particle. As such, it depends on the array spacing, the primary energy ⇢MC, mass
�, and the impinging zenith angle \. Mathematically it is the ratio of the number of reconstructed
events to the total tries. The e�ciency can be parametrized as a function of the simulated primary
energy ⇢MC as

n (⇢MC) =
erf

⇣
0 ⇥ log10

⇢MC
1016 eV + 1

⌘
+ 1

2
, (1)

and it is depicted in Fig. 2 for di�erent zenith angle intervals between 0° and 55° for proton
primaries and iron nuclei. Each e�ciency curve is modeled by Eq. 1, represented in the figure as
solid lines. It can be observed that the array becomes at least 97% e�cient (i.e., defined as the full-
e�ciency regime) above 1016.7 eV for both primaries when considering \ < 45°. Complementary,
full-e�ciency is attained above 1017 eV for larger zenith angles. Hence, the choice of a maximum
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Figure 3. Visualisation of one event arriving at a zenith angle of ✓ = 82.8� from 24.3� north of
east with an energy of 2⇥1019 eV. Left: view of the radio antennas with detected signal indicated
by crosses color-coded from early (yellow) to late (red) arrival. Particle detectors with a signal are
indicated by green circles, their size indicating energy deposit. Further particle detectors with a signal
are present outside the shown area. The particle detector station marked in black had a temporary
malfunction. Sub-threshold radio-detector stations are marked with grey crosses, radio stations not
read out (in particular those not externally triggered) are denoted by triangles. The impact point
as reconstructed with the surface-detector stations is indicated by the one-sigma error ellipse. The
line indicates the projection of the shower axis onto the ground. Right: amplitude distribution of the
horizontal component of the electric field vector as a function of the distance from the shower axis
measured in the plane normal to the shower axis. 74 radio-detector stations have a signal-to-noise
ratio of 10 or higher.

zenith angle of the air shower, as is shown in figure 5. This is in qualitative agreement
with forward-beamed radio emission from a receding source in the absence of absorption
and scattering in the atmosphere, as explained in the introduction. It is also in line with the
observed increase in the number of detected air showers as a function of sin2 ✓, i.e., an increase
in detection e�ciency with rising zenith angle, shown in figure 1. A weak correlation of the
farthest distance with the energy of the cosmic ray is also observed and can be explained by
the expected increase of the detection threshold with increasing zenith angle.

Figure 6 shows a closer look at another interesting air-shower event, the southernmost
one located at (x, y) = (�26, 0) km in figure 4. The air shower has been detected with four
antennas at the edge of AERA. Its readout was triggered because an isolated surface-detector
station with significant energy deposit (dark-grey circles in figure 6) was closer than the 5 km
maximum readout distance discussed in section 2. The locations of the antennas with a signal
are in alignment with the ground projection of the air-shower axis reconstructed from the
surface-detector data. The azimuth angles reconstructed from the radio signals and particle-
detector measurements agree to within better than 0.5�. The zenith angle reconstructed with
the particle detectors amounts to 83�, while the zenith angle determined from the arrival
times of the radio signals corresponds to 87�. The low number of radio antennas with signal
and their approximate alignment along a line perpendicular to the air-shower axis limit the
zenith-angle resolution of the radio measurement in this particular case. It has been reported
that signal reflections at the ground, which are implicitly included in our antenna models

– 6 –
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In this work, to obtain the average MLDF, we have sim-
ulated two primaries, protons and iron nuclei, with energies
of 1017.5 eV, 1018.0 eV, 1018.5 eV and zenith angles 0◦, 12◦,
22◦, 32◦, 38◦, 48◦, by making use of CORSIKA simula-
tions [24] with two different generators of hadronic interac-
tions, QGSJetII- 04 and EPOS- LHC. The secondary parti-
cles of the EAS reaching the ground level are subsequently
propagated through the soil, and the energy deposited in the
underground muon detector is calculated with the Geant4
[25] package. Finally, the response of the detector is sim-
ulated by means of the Pierre Auger Observatory Offline
Software Framework [26].

The average MLDF is parameterized as

ρ (r, E, θ) = ρ(450) f (r, θ) , (8)

where ρ(450), the signal expected at a radial distance of
450 m, is the muon density estimator that depends on both
the energy E and the zenith angle θ . The distance of 450 m
has been chosen to minimize the fluctuations of the event-
dependent MLDF from the average one. The average struc-
ture function, f (r, θ), is normalized so that f (r = 450 m) ≡
1. Its functional shape follows from the KASCADE-Grande
experiment [9,14,27],

f (r, θ) =
( r
r∗

)−α (
1 + r

r∗

)−β
[

1 +
( r

10r∗

)2
]−γ

, (9)

where r∗ = 280 m, α = 0.3 and γ = 4.6. The functional
shape adopted for the parameterization of the slope param-
eter, β, is guided by the application of Linsley’s elongation
rate theorem [28,29],

β (θ; b0, b1) = b0 + b1 sec θ (10)

with b0 = 4.4 and b1 = −1.1. All the values of these
fixed parameters, namely, the values of the set {r∗, α,
γ , b0, b1}, were optimized with the above mentioned
simulations.

The expected number of muons, µ (r, E, θ), that hit a
scintillation module located at a distance r from the impact
point of a shower impinging with zenith angle θ is then
derived as µ (r, E, θ) = ρ (r, E, θ) S cos θ , with S cos θ the
projected aperture of the detectors. The observed number of
muons is drawn from a Poisson process with the mean µ.
On an event-by-event basis, the value of ρ(450) is therefore
estimated by minimizing the likelihood function
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Fig. 8 Example of MLDF fit to a real event

L = Lsat × Lcand × Lnon−trg

=
Nsat∏

i=1

1
2

[
1 − erf

(
Ni − µ(ri )√

2µ(ri )

)]

×
Ncand∏

i=1

e−µ(ri ) µ(ri )
Ni

Ni !

×
Nnon−trg∏

i=1

e−µ(ri )
(

1 + µ(ri )+
1
2
µ(ri )2

)
, (11)

consisting of the product of the likelihoods for saturated,
non-saturated (or candidate) and non-triggered UMD sta-
tions [30]. The likelihood for the non-triggered stations is
built from the probability not to trigger when there are less
than three muons hitting the UMD. This upper limit comes
from the water-Cherenkov detector condition which requires
at least a signal of 3 Vertical Equivalent Muons (VEMs) to
trigger. The value Ni is the effective number of muons recon-
structed by each scintillation module, namely

Ni =
m∑

j=1,k j '=64

−64 ln
(

1 − k j
64

)
, (12)

where k j is the number of scintillator bars, in a module of 64
strips, for which at least one muon in the j-th time window
was reconstructed. The time width of the window is ∼ 22 ns
and the index j runs over all m windows in an event of 6.4
µs. As soon as any of the k j equals 64, the module is consid-
ered as saturated and the corresponding Ni value is used as
a lower limit for the observed number. This reconstruction
procedure is illustrated in Fig. 8, where the MLDF is fitted to
the observed muon numbers. The density for non-triggered
modules is set, arbitrarily, to 10−2 m−2.

As a result of the longer path in the atmosphere and of the
increased amount of soil covering the detectors, the muonic
component of inclined EAS gets attenuated. Consequently,
the last step consists in correcting the muon density esti-
mator for the attenuation. Given the highly isotropic flux,
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when the measured angular speed dw=dt does not change much
over the observed track length. An example is shown in Fig. 37.
For these events (usually short tracks) there is a small curvature
in the functional form of Eq. (1) such that there is a family of
possible ðRp,w0Þ axis solutions. Rp and w0 are tightly correlated, but
neither value is well constrained. This leads to uncertainty in
other shower parameters, including the reconstructed shower
energy.

The fit degeneracy can be broken by combining the timing
information from the SD stations with that of the FD telescopes.
This is called the hybrid reconstruction. The hybrid solution for
the example shown in Fig. 37 is shown as a blue line and the
uncertainties in the parameters are specified in the legend.

Since the SD operates with a 100% duty cycle, most of the
events observed by the FD are in fact hybrid events. There are also
cases where the fluorescence detector, having a lower energy
threshold, promotes a sub-threshold array trigger (see Section
4.2.2). Surface stations are then matched by timing and location.
This is an important capability because these sub-threshold
hybrid events would not have triggered the array otherwise. In
fact, the time of arrival at a single station at ground can suffice for
the hybrid reconstruction.

The reconstruction uncertainties are validated using events
with known geometries, i.e. light scattered from laser pulses. Since
the location of the CLF (approximately equidistant from the first
three fluorescence sites) and the direction of the laser beam are
known to an accuracy better than the expected angular resolution
of the fluorescence detector, laser shots from the CLF can be used
to measure the accuracy of the geometrical reconstruction.
Furthermore, the laser beam is split and part of the laser light is
sent through an optical fiber to a nearby surface array station.
Thus, the axis of the laser light can be reconstructed both in
monocular mode and in the single-tank hybrid mode.

Using the timing information from the telescope pixels
together with the surface stations to reconstruct real air showers,
a core location resolution of 50 m is achieved. The typical
resolution for the arrival direction of cosmic rays is 0.61 [49].
These results for the hybrid accuracy are in good agreement with
estimations using analytic arguments [51], measurements on real
data using a bootstrap method [52], and previous simulation
studies [53].

7.2. Shower profile and energy reconstruction

Once the geometry of the shower is known, the light collected
at the aperture as a function of time can be converted to energy
deposit at the shower as a function of slant depth. For this
purpose, the light attenuation from the shower to the telescope
needs to be estimated and all contributing light sources need to
be disentangled [54]: fluorescence light [9,12,55,56], direct and
scattered Cherenkov light [57,58] as well as multiple-scattered
light [59,60].

An example of the measured light at the telescope aperture
and the reconstructed light contributions and energy deposit
profile is shown in Figs. 38 and 39.

The calorimetric energy of a shower is estimated by fitting a
Gaisser–Hillas function [61] to the reconstructed energy deposit
profile and integrating it. Finally, the total energy of the shower is
obtained by correcting for the ‘‘invisible energy’’ carried away by
neutrinos and high energy muons. This correction is obtained
from Monte Carlo shower simulations [62] as the average
correction factor for showers induced by different primary
particles. However, the differences between the correction factors
for different primaries are on the level of a few percent only. After
quality selection, the energy resolution (defined as event-to-event
statistical uncertainty) of the fluorescence detector is 10% [63].
The current systematic uncertainties on the energy scale sum up
to 22%. The largest uncertainties are given by the absolute

Fig. 37. Functional form that correlates the time of arrival of the light at each pixel
with the angle between the pointing direction of that particular pixel and the
horizontal line within the shower-detector plane. FD data (color points) and SD
data (squares) are superimposed to the monocular (red line) and hybrid (blue line)
reconstruction fits. The full square indicates the SD station with the highest signal.
This is a typical event in which the monocular reconstruction does not work well.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

time slots [100 ns]

250

de
te

ct
ed

 li
gh

t [
ph

ot
on

s/
m

2 /
10

0n
s]

0

50

100

150

200

250

300

350 data
total light
aerosol Cherenkov
direct Cherenkov
Rayleigh Cherenkov
multiple scattered

300 350 400 450

Fig. 38. Example of a light-at-aperture measurement (dots) and reconstructed
light sources (hatched areas).

slant depth [g/cm2]

200

dE
/d

X
 [P

eV
/(g

/c
m

2 )
]

0

10

20

30

40

50
χ2/Ndf = 42.45/44

400 600 800 1000 1200 1400 1600

Fig. 39. Energy deposit profile reconstructed from the light at aperture shown in
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iRODS and HPSS

Too large size 
➡ not on /sps

To be clarified: which part of 
iRODS  used space counted in
HPSS one


