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LHCb data taking in 2024

After the difficulties of last year, 

LHCb started the 2024 data taking 

at full steam. 

In 2024, we have collected 6.23 fb-1

(3.23 fb-1 in Run1 + 7.09 fb-1 in Run2)

Improved trigger efficiency at lower 

momentum thanks to the full-software 

trigger.

20
24

Stress on the computing resources

More data
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Data processing model

The data from the HLT (RAW) is streamed 

at 10 GB/s to the Tier1 sites, where it is 

processed and archived (2nd copy).

/disk
🔥

/tape🔥

Typical Tier1 site

SPRUCING
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PRODUCTIONS

   TPC
  PullEOS

TPC Pull
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DELETE
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/disk PUT
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The expected bottleneck 

in the data processing is the 

bandwidth to write to tape.

/disk and /tape 

volumes are subject to a 

high IOPS including 

deletions 🔥.

Tier0

TSM
GET

DELETE
PUT
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Computing the CNAF share

Average throughput 
at a given Tier1.

Throughput from 
HLT2: 10 GB/s

Fraction of 
Run1-2 data 

processed in that 
Tier 1

Site Throughput
GB/s

CNAF 1.72
IN2P3 1.25
KIT 2.23
NCBJ 1.32
NLT1 1.07
RRC-KI 0.25
PIC 0.2
RAL 2.96

The CNAF bottleneck was exercised in 

multiple tape challenges during the last few 

years, showing little contingency.

Tier-1 migration to Tecnopolo (→ new tape 

libraries) expected to solve.

[wlcg docs]
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https://docs.google.com/document/d/1rUhHdhlSgpU_Doam3Muox9XxnPQJEmqaf5_ZtzWsI5E/edit


Sept. 2024 Referaggio del calcolo 2025

LHCb computing activities and requests for 2025

Lucio Anderlini     Istituto Nazionale di Fisica Nucleare − Sezione di Firenze

LHCb@CNAF − Summer 2024: operations seen with FTS
1. Operations instabilities due to the delay in the provisioning of disk pledge

2. Migration to the new disks (disk hardware installed at technopole)

3. Unsustainable load of sprucing jobs running at full steam

4. Tape buffer exhausted (for migration throughput limited by tape library)

5. Tape buffer exhausted (for migration 

throughput limited by GPFS).

CERN → CNAF DISK

2 3 41 5

Downtime since August 28th
Analysis jobs on other sites deprioritized. 
Consequences of a prolonged downtime 

are being assessed.
[monit-grafana.cern.ch]
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CNAF DISK → TAPE

http://monit-grafana.cern.ch
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Other high-throughput Tier-1s

GRIDKA (throughput share: 1.32 GB/s)

RAL (throughput share: 2.96 GB/s)

NCBJ (1.32 GB/s), new Tier-1!

Redistribution of CNAF share

[monit-grafana.cern.ch]

6

http://monit-grafana.cern.ch
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Status of the Chinese Tier-1 site

Data Challenge succesfully completed in May 2024.

Target rate (1 GB/s) exceeded with very low failure rate.

WLCG Overview Board confirmed IHEP as Tier-1 on June 27th

Work in progress: adding IHEP to Dirac production configuration.
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CERN Disk → IHEP Disk IHEP Disk → IHEP Tape IHEP Tape → IHEP Disk

Writing part Reading part

TARGET
TARGET
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LHC modified is schedule to postpone

the technical stop by 4 weeks.

This sets additional strains on 2024 

storage resources for all experiments

including LHCb.

Recomputing the 2024 requests, LHCb would need an additional pledge of 20 PB of disk 

(2 PB at CNAF*) and 10 PB of tape (covered by INFN the overpledge 2024*). 

Requests are being discussed with WLCG for all experiments.  
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[link to the talk]
Anticipated data taking

*) Assuming CNAF will resume operations quickly

https://indico.cern.ch/event/1356244/#2-resources-for-2024-to-suppor
https://indico.cern.ch/event/1253590/contributions/5814442/attachments/2869113/5022764/rs20240603_LHCP_LHC_Report.pdf
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Computing Requests for 2025
(including 4 weeks of data-taking anticipated to 2024)
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LHCb Requests to the WLCG for 2025
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LHCb-PUB-2024-002

[kHS23]

[PB]

[PB]

https://cds.cern.ch/record/2888939/files/LHCb-PUB-2024-002.pdf
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Current situation on CRIC (pledges 2024)
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Requests 2025 (compared to pledges 2024)
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LHCb Requests to the Italian Federation for 2025
Pledge 

'24 Request '25 Increment Δ [k€]

CPU Tier-1 [HepScore23] 113430 173801 +60371 +604

Disk Tier-1 [TB] 11561 20096 +8535 +853

Tape Tier-1 (RRB) [TB] 25261 36483 +11222 +112

Tape Tier-1 (overpledge) [TB] 9068 15432 +6364 +64

CPU Tier-2 [HepScore23] 62595 97014 +34419 +344

Requested pledges computed as
(pledge) = (requests@Tier1 + requests@Tier2) %

FTE        
with  %

FTE
 = 

 
18.7%

(%
FTE

 increased wrt. 2024, 15.5% → 18.7%, for: +15 INFN and −61 Russian members)

Tape (pledge+overpledge) is requested based on the FTE of 
federations provisioning tape:   %

FTE 
= 26.7%

CERN-RRB-2024-046
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Pledge '24 Request '25 Increment Effect

CPU Tier-1 [HepScore23] 113430 173801 +60371 00

Disk Tier-1 [TB] 11561 20096 +8535 00

Tape Tier-1 (RRB) [TB] 25261 36483 +11222 00

Tape Tier-1 (overpledge) [TB] 9068 26337 +17269 -10905

CPU Tier-2 [HepScore23] 62595 97014 +34419 00

Pledge '24 Request '25 Increment Effect

CPU Tier-1 [HepScore23] 113430 157313 +43883 +16488

Disk Tier-1 [TB] 11561 18189 +6628 +1907

Tape Tier-1 (RRB) [TB] 25261 33022 +7761 +3461

Tape Tier-1 (overpledge) [TB] 9068 12155 +3087 +3277

CPU Tier-2 [HepScore23] 62595 87810 +25215 +9204

Assessing the effect of Russian exclusion and new Tier1s
Assuming same Russian 

FTE as in 2025

Assuming no new Tier1

The exclusion of the Russian 
community from the LHCb 

Collaboration increased the 
Italian %

FTE
 

16.9% → 18.7%

the effect on the requests to 
the Italian community for 

2025 is 515 k€.
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Widening the number of 
Tier-1s, including Beijing and 
Warsaw reduced the need for 
an Italian overpledge by 11 

PB.
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Conclusion

The upgraded LHCb experiment is taking good data steadily, distributing them through its Tier-1s.

CNAF is the most important Tier-1 site for LHCb. 

Its migration to the Technopole and the subsequent difficulties with disk provisioning are heavily 

impacting LHCb operations, with back-pressure reaching the online farm.

The updated LHC schedule with one additional month of data taking will add further disk pressure.

Ideally, 2 PB of the 2025 requests could be anticipated to late 2024.

Less pressure on tape due to the higher priority given by funding agencies (e.g. INFN overpledge)

The exclusion of the Russian colleagues (10% of the Collaboration) caused a significant increase of 

the Italian share, compensated only partially by the promotion of NCBJ and Beijing sites to Tier1s.

Requirements on bandwidth to tape were computed as yearly averages with a fully available site. 

To recover from the incident we would need more bandwidth to tape, which requires infrastructure.
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