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Exploring the Challenges of Radiomics Signatures: 
A case study
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The question that I pose at the heart of my research project in next_AIM is: 

What is radiomics used for?

Most of you will answer: Radiomics will one day replace biopsy or predict a 

patient's response to treatment.
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Quartiles: Q1  
• Computer Science Applications

• Health Informatics

IF: 7.0

I have highlighted the problems rather than the strengths of the use of radiomics in PET.
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It is a tool that was born with the 

idea of making a radiomics study 

replicable.
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Metadata Saving

Pyradiomics and 
Combat

A complete 
radiomics software

matradiomics was not born with the idea of replacing pyradiomics or lifex but, over time, 

it has allowed me to enter various Italian and even foreign hospitals.

Progetto BIS - € 525.645,70
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NEXT_AIM: LNS activities

AIM:

1.The impact of 3 segmentation methods on radiomics features extracted from 18F-PSMA-1007 PET of 78 patients with prostate cancer.

2.  The performance of KNN, SVM, DA, RF, AdaBoost and NN in discriminating between low- and high-risk patients.

RESULTS:

1.Shape feature class demonstrated the least robustness, while the GLCM feature class exhibited the highest robustness. 

Furthermore, segmentation methods significantly impacted feature selection.

2.  High performance was achieved using region growing and DA to discriminate between low-risk and high-risk prostate patients.

IF 3.6 – Q2
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NEXT_AIM: LNS activities
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Quartiles: Q1

• Radiology, Nuclear Medicine 

and Imaging

IF: 2.9

The name of the Journal of Digital Imaging (JDI) has been changed in 
Journal of Imaging Informatics in Medicine
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Preliminary analysis Ensemble ModelFeature Extraction

30 times 
iterated
train/test split

Lasso feature 
selection

5-fold cross 
validation for 
optimization
and validation

6 classifiers

Best Hyper
parameters

3 DA

1 SVM

1 NN

Summary

The aim of this study is to investigate the role of [18F]-PSMA-1007 PET in 

differentiating high- and low-risk prostate cancer (PCa) through a robust radiomics

ensemble model.

This retrospective study included 143 PCa patients. alessandro.stefano@cnr.it
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Preliminary Analysis
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A preliminary analysis is conducted to 

identify subsets

of selected features, establish a pool 

of model hyperparameters,

and determine the most effective 

classifiers among

DA, SVM, KNN, NN, RF, and Boost.

It is used to measure stability of 

selected features.

Small datasets: dataset splitting has 

an impact on selected features and on 

the pool of hyperparameters
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Subset of selected features
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We created 11 datasets of features based on 

their frequency of appearance (from 0% to 

90%) according to the feature frequency value

In addition, the "finetuning” subset is obtained 

by considering the features with a feature 

frequency between 30 and 70.

The “features7030r” subset is the union 

between the “finetuning” and

“features70.
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Ensemble model

Best hyperparameters chosen from 

the total pool of hyperparameters

considering the median values

- DA: linear kernel, diaglinear kernel, 
pseudolinear kernel

- SVM

- NN

Majority voting
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Results

Feature frequency > 90%

Feature frequency > 80%

Feature frequency > 70%

Feature frequency > 60%

Feature frequency > 50%

Feature frequency > 40%

Feature frequency > 30%

Feature frequency > 20%

Feature frequency > 10%

Feature frequency > 5%

Feature frequency > 0%

Optimal subset
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NEXT_AIM: LNS activities
The repository of the next_AIM project is on baltig:

https://baltig.infn.it/nextaim

Package: Radiomics_matlab_CNRINFN

This function allows importing an xlsx file containing the features of 

a radiomics study, selecting the most significant features, and 

implementing a predictive model based on Discriminant Analysis.

INPUT: a xlsx file, e.g. 'next_AIM.xlsx’;

OUTPUT: performance metrics including accuracy, and AUC ROC
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