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Introduction

• I will describe the usage of ML  from the prespective of an experimentalist.

• A selection of topic that I find the most relevant and promising will be discussed.

• ML is having a strong impact to the HL-LHC projections and beyond,  I will summarize the state-of-the 
art techniques at LHC experiments, and then move to a more speculative part

“New directions in science are launched by new tools much 
more often than by new concepts.”

F. Dyson

Thanks to L. Henrich for the inspiration 2



The raise of ML in HEP

Will use b-jet identification as a benchmark to showcase improvements (similar in other kind jet-tagging)

Are we reaching a plateau?

1706.03762 (2017)

Nowadays, transformers are the state-of-
the-art in HEP experiments
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https://arxiv.org/pdf/1706.03762


From ML to physics 

The usage of state-of-the-art ML techniques in experiments is 
dominant, and in certain cases, even opening new frontiers!

ATL-PHYS-PUB-2024-016high-mass searches charm Yukawa CMS
ATLAS extrapolation

High mass searches Direct charm Yukawa

With 140 ifb…

Self-coupling
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2024-016/
https://d.docs.live.net/c4c42ea7fef1de76/Documenti/Frascati/frascati_dibello.pptx
https://arxiv.org/pdf/2205.05550
https://cds.cern.ch/record/2788490/files/ATL-PHYS-PUB-2021-039.pdf


Why is ML useful for HEP?

Mostly due to the ability of neural networks to naturally cope with high dimensions

Let’s use an example… 

For a jet with N tracks, compute N time 1D probability
A NN is just a multi-dimensional 

template. Run 1 time, in N 
dimesions
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From experiment to theory

We use complex, untractable, chains to get p(theta|x), with theta being the theory POI to be measured, 
and x are the experimental data from our detectors.

ML applications are proposed, for different purposes, in each step of this chain

Generation: 
matrix element

p(zp|theta)

Hadronization, 
parton shower

p(zr| zp)

Simulation, reconstruction
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Event generation with ML

Matrix element generation is the first step. ME simulations, especially higher orders, are computationally 
expensive, can ML be of help?

Generation:
matrix 
element

p(ze|theta)

Train Generate

A NN as a high-dimensional look-up table

NN
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The idea of generative models

Many models nowadays in the market: variational-autoeconders (VAE), generative adversial networks, 
diffusion models, normalizing flows… 

The most intuitive way to understand generation with NN is with VAE

Basically a mapping into a latent, or hidden, state

Trained hidden space
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The idea of generative models

Many models nowadays in the market: variational-autoeconders (VAE), generative adversial networks, 
diffusion models, normalizing flows… 

The most intuitive way to understand generation with NN is with VAE

Sample a pair from here

Open questions: 
1. If I trained with N events, up to which M can I realible generate? [2409.16336]
2. How can I define a metric that control the accuracy of the generation models in 

high dimensions? 10

https://arxiv.org/abs/2409.16336#:~:text=We%20propose%20a%20robust%20methodology%20to%20evaluate%20the%20performance


Improving object reconstruction with ML tools

Arguably, where the impact of ML techniques are having the largest impact

Identification of jets taken as an example, we want to solve 3 problems:

1. Given a jet, what is the probability that the jet originates from a b-quark? Set-to-Float

2008.02831 (arxiv.org)

Probability 
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https://arxiv.org/pdf/2008.02831


Improving object reconstruction with ML tools

Arguably, where the impact of ML techniques are having the largest impact

Identification of jets taken as an example, we want to solve 3 problems:

1. Given a jet, what is the probability that the jet originates from a b-quark? Set-to-Float

The main point is about 
the performance 
generalize to data   

There is a priori no 
insurance that in data it 

will work well. It is 
working so far… but we 

are trying to improve
12



ML to improve reconstruction of physics objects

Arguably, where the impact of ML techniques are shaping the field

Identification of jets taken as an example, we want to solve 3 problems:

1. Given a jet, what is the probability that the jet originates from a b-quark? Set-to-Float

What is it a transfomer? It is a stack of standard NN, similar to building an electronic circuits…

Graph Neural Network Jet Flavour Tagging with the ATLAS Detector (cern.ch) 13

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-027/


ML to improve reconstruction of physics objects

Arguably, where the impact of ML techniques are shaping the field

Identification of jets taken as an example, we want to solve 3 problems:

1. Given a jet, what is the probability that the jet originates from a b-quark? Set-to-Float

2. Given the jet constituents, what is the probability that each of them comes from a B hadron weakly 
decaying?  Set-to-Vector

Probability that each single 
track is associated to a 

common vertex 14



ML to improve reconstruction of physics objects

Arguably, where the impact of ML techniques are shaping the field

Identification of jets taken as an example, we want to solve 3 problems:

1. Given a jet, what is the probability that the jet originates from a b-quark? Set-to-Float

2. Given the jet constituents, what is the probability that each of them comes from a B hadron weakly 
decaying?  Set-to-Vector
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Some (personal) thoughts on interpretability

Interpretability of a ML tool can mean many things (explainable AI etc…). But I want to focus solely on one 
question:  can we build a model that help us understand what has being learned (up to some limit)?
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ML to improve reconstruction of physics objects

Arguably, where the impact of ML techniques are shaping the field

Identification of jets taken as an example, we want to solve 3 problems:

3. Given the two points above, can I reconstruct the vertices inside the  jet? Set-to-Set

This is an area of very active developements…
Two complementary approaches:
1. Include physics information in the training: 

differentiable programming
2. Physics-informed neural network
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Differentiable programming as a tool to inject physics information

The first example of this is actually  from theory: NNPDF
Building on the same principle, physics information can be included directly into NNs

Introduce explicitely physics knowledge into the network

Helps interpretability, convergence, performance and 
robustness. 

Open question: at some point the network can learn this 
anyway, what is this limit?
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Differentiable programming as a tool to inject physics information

The first example of this is actually  from theory: NNPDF
Building on the same principle, physics information can be included directly into NNs

Post-tagging, one can look at the secondary vertex, and its covariance! 
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More on set-to-set problems

Reconstruction, due to efficiencies, mistags, resolutions of the detector is effectively a set-to-set task.
Major efforts are under: tracking and global particle flow-reconstruction

Tracking: from detector hits to tracks

ATL-ITK-PROC-2022-006.pdf (cern.ch)

Finding and Fitting Public.pdf (cern.ch) Status of the ACTS Integration for Phase-II ATLAS Track 
Reconstruction (cern.ch)

Work in progress to compare to standard  
performance
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https://cds.cern.ch/record/2815578/files/ATL-ITK-PROC-2022-006.pdf
https://indico.cern.ch/event/1252748/contributions/5520692/attachments/2730952/4747444/Influencer Finding and Fitting Public.pdf
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2023-04/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2023-04/


A closer look at particle-flow

)

Global particle flow algorithms: given the set of detector hits, reconstruct the final state particles (pions, 
kaons, etc…)

Improved particle-flow event reconstruction with scalable neural networks for current and future 
particle detectors | Communications Physics (nature.com)
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https://www.nature.com/articles/s42005-024-01599-5#:~:text=Particle-flow%20reconstruction%20can%20be%20formulated%20as%20a
https://www.nature.com/articles/s42005-024-01599-5#:~:text=Particle-flow%20reconstruction%20can%20be%20formulated%20as%20a


A closer look at particle-flow

Reconstructng  matrix elementsFrom detector hits, to graphs

hypergraphs

)

Global particle flow algorithms: given the set of detector hits, reconstruct the final state particles (pions, 
kaons, etc…)
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https://link.springer.com/article/10.1140/epjc/s10052-023-11677-7
https://www.nature.com/articles/s42005-024-01599-5#:~:text=Particle-flow%20reconstruction%20can%20be%20formulated%20as%20a
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https://link.springer.com/article/10.1140/epjc/s10052-023-11677-7
https://www.nature.com/articles/s42005-024-01599-5#:~:text=Particle-flow%20reconstruction%20can%20be%20formulated%20as%20a


Event generation at reconstruction: conditional event generation

Comput Softw Big Sci 8, 7 (2024)

SIM-2023-005 

CPU performance gainEnergy ratio of calo layers

Given a particle, 
generate the calo 
response

Incoming particle

Calorimeter simulation is the most CPU expensive task in experiments, a real concern at HL-LHC
We need high statistics to reduce our systematics on the avilable MC stat templates (that  often case are 
already now non-neglible)

Linearity is used to 
get the full event
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https://link.springer.com/content/pdf/10.1007/s41781-023-00106-9.pdf


A look into the future, towards foundation models?

Foundation models: one take it all

ChatGBT and similar… generate text, images, it traslates, many tasks into a single network. To what this 
tralsate in terms of physics application?

FTAG_ML_20240911_H_Qu (cern.ch)

Accelerating Resonance Searches via Signature-Oriented Pre-training (2024) 25

https://indico.cern.ch/event/1387465/contributions/6019727/attachments/2925294/5135171/FTAG_ML_20240911_H_Qu.pdf
https://arxiv.org/abs/2405.12972


All of this… but faster, much faster!

trigger

Machine learning improvements propagating also at trigger level (crucial for HL-LHC)

CMS trigger
26

https://indico.cern.ch/event/1387465/contributions/6070217/attachments/2926150/5136779/240912_ftagWS_bjetTrig.pdf
https://indico.cern.ch/event/1387465/contributions/6099638/attachments/2926242/5136950/20240902_ATLAS_CMS_FTAG_Workshop.pdf


All of this… but faster, much faster!

At lvl0 need an inference time O(10 micro-seconds), need heterogenous farm…

HLS4ML 2409.05207 (arxiv.org) muons ICHEP muons FPGA
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https://fastmachinelearning.org/hls4ml/
https://arxiv.org/pdf/2409.05207
https://indico.cern.ch/event/1291157/contributions/5889484/attachments/2900367/5086024/ichep.pdf#:~:text=ICHEP%202024%20Studies%20on%20track%20%EF%AC%81nding%20algorithms%20based%20on
https://www.epj-conferences.org/articles/epjconf/pdf/2020/21/epjconf_chep2020_01021.pdf#:~:text=Abstract.%20The%20Level-0%20muon%20trigger%20system%20of%20the%20ATLAS


We have a measurement, let’s go back to theory: Unfolding

• ML can help producing an unbinned, multidimensional unfolded measurements
• Large literature available: invertible neural networks etc…
• Literature is also growing in trying to tackle the uncertainty related to the usage of ML methods

Modern Machine Learning Tools for Unfolding (2024)

p(theta|x)

Reconstruction+data analysis

p(theta)

Unfolding

Reco-truth unfolding matrices:  projections
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https://arxiv.org/pdf/2404.18807


Conclusions

• Our job is to make the most of the data we collected (and will collect)

• ML has proven to be of great help in handling optimally our data, in few years, we have 
improved by several factors our performance, not easy to estimate an extrapolation to HL-
LHC time and beyond, but I am optimistic

• I also skipped many topics, optimal transport, SBI, Nflows, likelihood free inference…

• The trend nowadays is to explore low-level information, such as tracker hits etc… stay tuned! 

• In parallel to keep improving performance, I think we shall spend effort in using more 
explicitely real data in NN trainings, and make an effort to provide semi-interpretable 
algorithms

Thank you
29
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