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‣ Basics of Soft-Collinear Effective Theory (SCET): expansion by regions, leading power (LP) Lagrangian. 

Original papers: [C.W. Bauer, S. Fleming, M.E. Luke 0005275],[C.W.Bauer, S. Fleming, D. Pirjol, I.W. Stewart 0011336],[C.W. 

Bauer, I.W. Stewart 0107001],[C.W. Bauer, D. Pirjol, I.W. Stewart 0109045],[M.Beneke,A.P. Chapovsky, M. Diehl, T. Feldmann 

0206156],[M. Beneke, T. Feldmann 0211358], [R.J. Hill, M. Neubert 0211018] 

‣ Applications (only a personal selection): Resummation (threshold, small , -jettiness), IR-poles of 

scattering amplitudes, EW resummation for DM annihilation processes, Monte Carlo event generator, 

NNLO calculations using -jettiness subtraction/slicing. 

‣ Summary & Outlook
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‣ Sometimes what goes under the name of Soft-Collinear Effective Theory (SCET) is a larger class of Effective 

Field Theories (EFT) of QCD: Heavy Quark Effective Theory (HQET), Non Relativistic QCD (NRQCD)… 

‣ For certain problems (we will see examples later) there is an interplay among different EFTs of QCD. There 

are also different versions of SCET (SCET-I, SCET-II..) depending on the mode structure of the EFT 

‣ Collider processes are typical multi-scale problems EFTs as tool to achieve scale separation in QFT. Reduce 

multi-scale problems to a sequence of single-scale problems 

‣ Scale separation is the basis of factorization formulas: crucial for separation of short-distance from long-

distance physics in QCD 

‣ Factorization + RGEs allow for systematic resummation of large logarithms of scale ratios. Particularly 

important in QCD, where  can be large if 

→

αs ln(Q1/Q2) Q1 ≫ Q2

Effective Field Theories of QCD
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‣ A long-standing problem in QCD was how to systematically account for long-distance effects (including 

power corrections) in processes involving for example energetic light particles with momentum  

which has some large components, but . What is there to integrate out? 

‣ Consider , highly collimated jets of particles: large energy along jet axis, small invariant 

mass 

‣ One can introduce a small expansion parameter  and define two light-like reference 

vectors along the jet directions  with . 

‣ Decompose 4-vectors in a light-cone basis spanned by  and two perpendicular directions    

pμ

p2 ≈ 0

e+e− → 2 jets

λ ∼ mJ / s ≪ 1

nμ
− = (1,0,0,1), nμ

+ = (1,0,0, − 1) n2
− = 0, n2

+ = 0, n− ⋅ n+ = 2

nμ
−, nμ

+

pμ = (n− ⋅ p)
nμ

+

2
+ (n+ ⋅ p)

nμ
−

2
+ pμ

⊥

Introduction to Soft-Collinear Effective Theory (SCET)

pμ
J1

= (E1,0,0, E2
1 − m2

J1), pμ
J2

= (E2,0,0, − E2
2 − m2

J2), Ei = s /2, m2
Ji

≪ s
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‣ Two back to back light jets 

‣ partons inside Jet 1:  , collinear (or -collinear) 
particles 

‣ partons inside Jet 2: , anti-collinear                      
(or -collinear) particles 

‣ (anti-)collinear particles have virtualities much lower than the hard scale , 
 

‣ But in virtual diagrams hard particles can also be exchanged   

‣ We can integrate out the hard quantum fluctuations (high-frequency modes in 
Fourier space) of QCD fields, but this is not the all story, soft modes are also 
present. Construct an EFT where the hard modes are integrated out and sof and 
(anti-)collinear modes are present in the theory (arXiv:1410.1892).

(n− ⋅ pi, n+ ⋅ pi, p⊥
i ) ∼ (λ2,1,λ) s n

(n− ⋅ pi, n+ ⋅ pi, p⊥
i ) ∼ (1,λ2, λ) s

n̄

s
p2

i = (n− ⋅ pi)(n+ ⋅ pi) + p2
⊥,i ∼ λ2 s

pμ
i ∼ (1,1,1) s

Soft-Collinear Effective Theory

n− ⋅ pJ1
= E1 − E2

1 − m2
J1

≃
m2

J1

2E1
≃

m2
J1

s
∼ λ2 s n+ ⋅ pJ1

= E1 + E2 − m2
J1

≃ 2E1 ≃ 1 s p⊥
J1

= 0
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Expansion by regions and SCET

Expansion by regions method [M. Beneke, V.A. Smirnov, 9711391], for example (off-shell) Sudakov form factor

k + l k + p

k

Figure 2.1. One-loop vertex corrections. The Feynman diagram is here shown in terms of fermions
and photons, however, the spin structure is neglected in this section.

strategy to obtain the expansion of a given Feynman integral in a given kinematic limit is the

following [16]:

i) Identify all regions of the integrand which lead to singularities in the limit under con-

sideration,

ii) Expand the integrand in each region and integrate each expansion over the full phase

space.

iii) Add the result of the integrations over the different regions to obtain the expansion of

the original full integral.

In order for the procedure to work, it is necessary to make sure that all of the expanded

integrals are properly regularized. Sometimes dimensional regularization alone is not sufficient

to regularize the integrals in every region, and one might need to employ additional analytic

regulators or to perform subtractions. Below, we will discuss the massive Sudakov form

factor, which is an example where this is necessary. It is also important to consider each

region only once to avoid double counting. As stated above, one needs to identify all regions

of integration which lead to singularities. Often, this is a simple task and the regions which

one encounters at one loop are the same which are relevant at higher order. However, there

are examples in which new regions must be added to the list when increasing the number of

loops present in the diagram [18]. We also stress that there is so far no general proof that

the above procedure always produces the correct result. Recent work towards such a proof

can be found in [19].

We want now to consider the simplest possible example relevant in the context of SCET,

namely a one-loop vertex diagram. We neglect complications related to the spin of the

particles, since the momentum regions that one finds in the calculation of the tensor integrals

are the same that one finds in the calculation of the scalar integral considered below. With

reference to Figure 2.1, the vertex correction requires the evaluation of the following Feynman

integral (all the internal propagators are considered massless):

I = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) [(k + l)2 + i0] [(k + p)2 + i0]
, (2.22)
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SCET introduction: Notation and Modes

Convenient set-up utilises light-cone vectors

n
µ
�

= (1, 0, 0, 1) n
µ
+ = (1, 0, 0,�1)

satisfying n
2
� = n

2
+ = 0 and n� · n+ = 2. In terms of which a momentum is

decomposed as

p
µ = (n+p)

n
µ
�

2
+ (n�p)

n
µ
+

2
+ p

µ
?

= (n+p, n�p, p?)

Using the expansion-by-regions method we find the relevant modes for the process.
[M. Beneke, V. A. Smirnov, hep-ph/9711391]
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kμ ∼ Q(λ2,1,λ)
kμ ∼ Q(1,λ2, λ)
kμ ∼ Q(λ2, λ2, λ2)

Scalar integral
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Figure 2.1. One-loop vertex corrections. The Feynman diagram is here shown in terms of fermions
and photons, however, the spin structure is neglected in this section.
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We now introduce an expansion parameter λ which vanishes in the limit in which we are

interested in:

λ2 ∼
P 2

Q2
∼

L2

Q2
, and p2 ∼ l2 ∼ λ2Q2 . (2.30)

We choose the reference vectors in the directions of large momentum flow pµ ≈ Qnµ/2 and

lµ ≈ Qn̄µ/2. The components of p and l will then typically scale as follows

pµ ∼
(
λ2, 1,λ

)
Q , and lµ ∼

(
1,λ2,λ

)
Q , (2.31)

but the scaling is not completely unique. We could, for example, choose the reference vector

nµ such that the perpendicular components of pµ are zero, which is compatible with Eq. (2.31),

but also with
(
1,λ2,λn

)
Q for any n > 1. However, when computing the loop diagram via

the strategy of regions, one finds that only scalings kµ ∼ (λa,λb,λc)Q, with a + b = 2c are

important. For c > 0, these describe particles which go on shell as λ → 0. In later sections,

we will see that the corresponding propagators are associated with particles in the low-energy

theory. Specifically, upon expanding the integrals, one finds that only the following four

regions give non-vanishing contributions:

• Hard Region (denoted by h in the following) where the components of the integration

momentum scale as kµ ∼ (1, 1, 1)Q,

• Region Collinear to p (denoted by c) where k scales as kµ ∼ (λ2, 1,λ)Q,

• Region Collinear to l (denoted by c̄) where k scales as kµ ∼ (1,λ2,λ)Q,

• Soft Region (denoted by s) where k scales as kµ ∼ (λ2,λ2,λ2)Q.

All of the other possible scalings of the integration momentum, of the form kµ ∼ (λa,λb,λc)Q

and with a, b, c not matching one of the four cases listed above, give rise upon expanding to

scaleless integrals only, and therefore they do not contribute to the final result. In SCET, each

low-energy region listed above is represented by a different field; the situation is schematically

illustrated in Figure 2.2.

In the following, we will compute the contribution of each of the non-vanishing regions

in turn, but it is instructive to start by considering an example of a scaling which does not

contribute for the case of the form factor, namely a soft scaling kµ ∼ (λ,λ,λ)Q, which we

will call semi-hard in order to distinguish it from the standard soft region, whose components

scale as λ2. The expansion of the propagator denominators takes the form

(k + l)2 =

O(λ2)
︷︸︸︷
k2 +2(

O(λ3)
︷ ︸︸ ︷
k+ · l−+

O(λ)
︷ ︸︸ ︷
k− · l+ +

O(λ2)
︷ ︸︸ ︷
k⊥ · l⊥) +

O(λ2)
︷︸︸︷
l2 = 2k− · l+ +O(λ2) , (2.32)

and analogously

(k + p)2 = 2k+ · p− +O(λ2) , (2.33)
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Expansion parameter

Q hardQCD H

M collinearSCET J

M2/Q softSET S

Figure 2.2. Chart of regions and scales involved in the calculation. Q indicates the hard scale, M the
scale characterizing collinear physics, and M2/Q the soft scale. SET stands for Soft Effective Theory.

after which the hypothetical semi-hard contribution becomes

Ish = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (2k− · l+ + i0) (2k+ · p− + i0)
. (2.34)

This integrals vanishes: Ish = 0; the explicit calculation is performed in Appendix B.3.2 As

an exercise, we invite the reader to show that also the Glauber region kµ ∼ (λ2,λ2,λ)Q gives

a vanishing contribution to the form factor integral.

It is interesting to observe that in the soft region the square of a four momentum is

proportional to λ4:

p2s ∼ λ4Q2 ∼
L2P 2

Q2
. (2.35)

The momenta scaling as λ4 are often called ultra soft in the literature to distinguish them

from the semi-hard modes scaling as p2 ∼ λ2. Such modes contribute for example in exclusive

B-decays and also in observables which are sensitive to small transverse momenta, such as

transverse momentum spectra of electroweak bosons. The relevant theory in the presence of

soft modes with p2 ∼ λ2 is usually called SCETII. The effective Lagrangian we construct

here is also called SCETI. More important than the naming scheme is the basic fact that one

always needs to check which momentum modes arise in a given problem, and then include

all relevant ones in the effective Lagrangian. What is interesting about the presence of an

ultra-soft contribution, is that it implies the loop diagrams involve a scale which is smaller

than the invariants which can be formed by the external momenta. For example this implies

that jet-production processes can involve non-perturbative physics, even when the invariant

masses of the jets are perturbative.

In order to determine the integral that one needs to evaluate when the integration mo-

mentum is considered hard, we consider the way in which the terms in the propagators in

Eq. (2.22) scale. Clearly k2 ∼ λ0Q2; for the other two propagators one finds

(k + l)2 =

O(1)
︷︸︸︷
k2 +2(

O(λ2)
︷ ︸︸ ︷
k+ · l−+

O(1)
︷ ︸︸ ︷
k− · l+ +

O(λ)
︷ ︸︸ ︷
k⊥ · l⊥) +

O(λ2)
︷︸︸︷
l2 = k2 + 2k− · l+ +O(λ) , (2.36)

2The calculation proceeds through the same steps as the evaluation of the soft integral when the external

legs are put on-shell, Ish = Is(p2 = 0, l2 = 0) = 0, which also vanishes, as discussed below.
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and, similarly

(k + p)2 = k2 + 2k+ · p− +O(λ) . (2.37)

The contribution of the hard region to the integral I is therefore given by

Ih = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (k2 + 2k− · l+ + i0) (k2 + 2k+ · p− + i0)
; (2.38)

it coincides with the form factor integral with on shell external legs (i.e. calculated by setting

p2 = l2 = 0 from the start). The integral evaluates to

Ih =
Γ(1 + ε)

2l+ · p−
Γ2(−ε)

Γ(1− 2ε)

(
µ2

2l+ · p−

)ε

=
Γ(1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2

Q2
+

1

2
ln2

µ2

Q2
−
π2

6

)
+O (ε) . (2.39)

The poles in ε are of infrared origin. The detailed calculation of Ih can be found in Ap-

pendix B.1.

In the region collinear to p the integration momentum scales as kµ ∼ (λ2, 1,λ)Q. In this

region k2 ∼ λ2Q2, while

(k + l)2 = 2k− · l+ +O(λ2) , (k + p)2 = O(λ2) . (2.40)

The collinear region integral is obtained by keeping only the leading term in each propagator

Ic = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (2k− · l+ + i0) [(k + p)2 + i0]

= −
Γ(1 + ε)

2l+ · p−
Γ2(−ε)

Γ(1− 2ε)

(
µ2

P 2

)ε

=
Γ(1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

P 2
−

1

2
ln2

µ2

P 2
+
π2

6

)
+O(ε) . (2.41)

The calculations leading to the above result are collected in Appendix B.2. We observe that

the integral scales as P−2ε . The calculation of the integral in the region collinear to l is

identical to the calculation of the integral in the region collinear to p, Eq. (2.41), except that

one needs to replace P 2 with L2 in the final result.

In the soft region all of the components of the integration momentum are proportional

to λ2, therefore

k2 = O(λ4) , (k+ l)2 = 2k− · l++ l2+O(λ3) , and (k+p)2 = 2k+ ·p−+p2+O(λ3) , (2.42)

and therefore the integral in the soft region is

Is = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (2k− · l+ + l2 + i0) (2k+ · p− + p2 + i0)

= −
Γ (1 + ε)

2l+ · p−
Γ(ε)Γ (−ε)

(
2l+ · p−µ2

L2P 2

)ε
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Corresponds to the 
integral with on-shell 

external legs
p2 = l2 = 0

where d = 4 − 2ε is the dimensional regulator. The ’t Hooft scale µ has been introduced

to make the mass dimension of I independent of the value of d. We introduce the following

notation:

L2 ≡ −l2 − i0 , P 2 ≡ −p2 − i0 , Q2 ≡ −(l − p)2 − i0 . (2.23)

The goal is to calculate the integral in Eq. (2.22) in the limit in which L2 ∼ P 2 ≪ Q2 that

is, in the case in which the external legs carrying momenta l and p have large energies but

small invariant masses.

Before going any further, we now need to introduce some basic notation used in SCET.

We choose two light-like reference vectors in the direction of the momenta p and l in the

frame in which1 Q⃗ = 0:

nµ = (1, 0, 0, 1) and n̄µ = (1, 0, 0,−1) . (2.24)

It is immediate to verify that

n2 = n̄2 = 0 , and n · n̄ = 2 . (2.25)

Any vector can be then decomposed in a component proportional to n, a part proportional

to n̄, and a remainder perpendicular to both

pµ = (n · p)
n̄µ

2
+ (n̄ · p)

nµ

2
+ pµ⊥ ≡ pµ+ + pµ− + pµ⊥ . (2.26)

Splitting the vectors into their light-cone components is useful to organize the expansion,

since the different components scale differently. For the square of the vector p one then finds

p2 = (n · p)(n̄ · p) + p2⊥ , (2.27)

while the scalar product between two vectors p and q becomes

p · q = p+ · q− + p− · q+ + p⊥ · q⊥ . (2.28)

In the following we will often identify a vector by means of its components in the n, n̄,

and ⊥ basis, with the notation

pµ = ( n · p︸︷︷︸
“+ comp.”

, n̄ · p︸︷︷︸
“− comp.”

, pµ⊥) . (2.29)

We warn the reader that in certain situations it is convenient to work with the scalar quantities

p+ ≡ n · p and p− ≡ n̄ · p, which should not be mixed up with the related vector quantities

pµ± introduced above. In the following we explicitly indicate what we mean by the symbols

p± whenever the notation can give rise to ambiguities.

1In this lectures we employ the “mostly minuses” metric, and the components of a generic four-vector xµ

are (t, x, y, z).
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We now introduce an expansion parameter λ which vanishes in the limit in which we are

interested in:
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Q2
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L2

Q2
, and p2 ∼ l2 ∼ λ2Q2 . (2.30)
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lµ ≈ Qn̄µ/2. The components of p and l will then typically scale as follows
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Q , and lµ ∼
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1,λ2,λ

)
Q , (2.31)
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we will see that the corresponding propagators are associated with particles in the low-energy

theory. Specifically, upon expanding the integrals, one finds that only the following four
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scaleless integrals only, and therefore they do not contribute to the final result. In SCET, each

low-energy region listed above is represented by a different field; the situation is schematically

illustrated in Figure 2.2.

In the following, we will compute the contribution of each of the non-vanishing regions

in turn, but it is instructive to start by considering an example of a scaling which does not
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Hard Region:

and, similarly

(k + p)2 = k2 + 2k+ · p− +O(λ) . (2.37)

The contribution of the hard region to the integral I is therefore given by

Ih = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (k2 + 2k− · l+ + i0) (k2 + 2k+ · p− + i0)
; (2.38)

it coincides with the form factor integral with on shell external legs (i.e. calculated by setting

p2 = l2 = 0 from the start). The integral evaluates to

Ih =
Γ(1 + ε)

2l+ · p−
Γ2(−ε)

Γ(1− 2ε)

(
µ2

2l+ · p−

)ε

=
Γ(1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2

Q2
+

1

2
ln2

µ2

Q2
−
π2

6

)
+O (ε) . (2.39)

The poles in ε are of infrared origin. The detailed calculation of Ih can be found in Ap-

pendix B.1.

In the region collinear to p the integration momentum scales as kµ ∼ (λ2, 1,λ)Q. In this

region k2 ∼ λ2Q2, while

(k + l)2 = 2k− · l+ +O(λ2) , (k + p)2 = O(λ2) . (2.40)

The collinear region integral is obtained by keeping only the leading term in each propagator

Ic = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (2k− · l+ + i0) [(k + p)2 + i0]

= −
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2l+ · p−
Γ2(−ε)

Γ(1− 2ε)

(
µ2

P 2
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=
Γ(1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

P 2
−

1

2
ln2

µ2

P 2
+
π2

6

)
+O(ε) . (2.41)

The calculations leading to the above result are collected in Appendix B.2. We observe that

the integral scales as P−2ε . The calculation of the integral in the region collinear to l is

identical to the calculation of the integral in the region collinear to p, Eq. (2.41), except that

one needs to replace P 2 with L2 in the final result.

In the soft region all of the components of the integration momentum are proportional

to λ2, therefore

k2 = O(λ4) , (k+ l)2 = 2k− · l++ l2+O(λ3) , and (k+p)2 = 2k+ ·p−+p2+O(λ3) , (2.42)

and therefore the integral in the soft region is

Is = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (2k− · l+ + l2 + i0) (2k+ · p− + p2 + i0)

= −
Γ (1 + ε)

2l+ · p−
Γ(ε)Γ (−ε)

(
2l+ · p−µ2

L2P 2

)ε
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Anti-collinear region :           kμ ∼ Q(1,λ2, λ) P2 → L2

Soft region :kμ ∼ Q(λ2, λ2, λ2)

• IR divergences
•  Result depend only on 

the hard scale (and )μ
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to λ2, therefore

k2 = O(λ4) , (k+ l)2 = 2k− · l++ l2+O(λ3) , and (k+p)2 = 2k+ ·p−+p2+O(λ3) , (2.42)

and therefore the integral in the soft region is

Is = iπ−d/2µ4−d
∫

ddk
1

(k2 + i0) (2k− · l+ + l2 + i0) (2k+ · p− + p2 + i0)

= −
Γ (1 + ε)

2l+ · p−
Γ(ε)Γ (−ε)

(
2l+ · p−µ2

L2P 2

)ε
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=
Γ(1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2Q2

L2P 2
+

1

2
ln2

µ2Q2

L2P 2
+
π2

6

)
+O (ε) . (2.43)

The poles in the last line of Eq. (2.43) are of ultraviolet origin. As expected, the result

depends on the “new” soft scale Λ2
soft ∼ P 2L2/Q2. The details of the calculation of Is can

be found in Appendix B.3.

Following [17], many SCET papers worry about the overlap of the soft and collinear

regions. To ensure that there is no double counting, they subtract from the collinear con-

tribution Ic its “zero-bin contribution”. This zero-bin contribution is obtained by expanding

the collinear integrand around the soft limit. This is completely analogous to the contribu-

tion R in Eq. (2.21), which was obtained by expanding the high-energy integrand around the

low-energy limit. As in the case of R, this overlap contribution is given by scaleless integrals

and vanishes in dimensional regularization. Since both the soft and collinear integrals only

depend on a single scale (P 2 for the collinear integrals, Λ2
soft for the soft integrals), one is left

with scaleless integrals if one performs any further expansions of the integrands. Therefore, if

the integrands are systematically expanded in the different regions, one never needs to include

zero-bin subtractions in dimensional regularization. If, on the other hand, higher-power terms

are not systematically expanded away, one may end up with non-zero overlap contributions,

which would then need to be subtracted to avoid double counting. The reader interested in a

more detailed discussion of overlap contributions in loop integrals can consult [19]. Examples

in which non-vanishing zero-bin contributions were encountered in SCET include computa-

tions which involve low-mass jets, defined with a jet-algorithm [20–22]. In these cases, the soft

and collinear phase-space integrals depend on jet algorithm parameters and contain several

scales. This also complicates resummation: in the presence of several scales in the individual

functions, one can end up with large logarithms which cannot be resummed by RG evolution.

The presence of non-vanishing zero-bin contributions indicates that a full scale separation has

not yet been achieved and one should then ask the question whether an effective theory can

be constructed which achieves complete scale separation.

One can now sum the results obtained in the different regions to obtain what was the

original goal of the calculation: an analytic expression for the integral in Eq. (2.22) in the

limit in which L2 ∼ P 2 ≪ Q2. One finds

Ih =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2

Q2
+

1

2
ln2

µ2

Q2
−
π2

6
+O(λ)

)

Ic =
Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

P 2
−

1

2
ln2

µ2

P 2
+
π2

6
+O(λ)

)

Ic̄ =
Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

L2
−

1

2
ln2

µ2

L2
+
π2

6
+O(λ)

)

Is =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2Q2

L2P 2
+

1

2
ln2

µ2Q2

L2P 2
+
π2

6
+O(λ)

)

I≡Ih+Ic+Ic̄+Is =
1

Q2

(
ln

Q2

L2
ln

Q2

P 2
+
π2

3
+O(λ)

)
. (2.44)
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Soft scale

=
Γ(1 + ε)

Q2

(
1

ε2
+
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6
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soft ∼ P 2L2/Q2. The details of the calculation of Is can

be found in Appendix B.3.
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regions. To ensure that there is no double counting, they subtract from the collinear con-

tribution Ic its “zero-bin contribution”. This zero-bin contribution is obtained by expanding

the collinear integrand around the soft limit. This is completely analogous to the contribu-

tion R in Eq. (2.21), which was obtained by expanding the high-energy integrand around the

low-energy limit. As in the case of R, this overlap contribution is given by scaleless integrals

and vanishes in dimensional regularization. Since both the soft and collinear integrals only

depend on a single scale (P 2 for the collinear integrals, Λ2
soft for the soft integrals), one is left

with scaleless integrals if one performs any further expansions of the integrands. Therefore, if

the integrands are systematically expanded in the different regions, one never needs to include

zero-bin subtractions in dimensional regularization. If, on the other hand, higher-power terms

are not systematically expanded away, one may end up with non-zero overlap contributions,

which would then need to be subtracted to avoid double counting. The reader interested in a

more detailed discussion of overlap contributions in loop integrals can consult [19]. Examples

in which non-vanishing zero-bin contributions were encountered in SCET include computa-

tions which involve low-mass jets, defined with a jet-algorithm [20–22]. In these cases, the soft

and collinear phase-space integrals depend on jet algorithm parameters and contain several

scales. This also complicates resummation: in the presence of several scales in the individual

functions, one can end up with large logarithms which cannot be resummed by RG evolution.

The presence of non-vanishing zero-bin contributions indicates that a full scale separation has

not yet been achieved and one should then ask the question whether an effective theory can

be constructed which achieves complete scale separation.

One can now sum the results obtained in the different regions to obtain what was the

original goal of the calculation: an analytic expression for the integral in Eq. (2.22) in the

limit in which L2 ∼ P 2 ≪ Q2. One finds

Ih =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2

Q2
+

1

2
ln2

µ2

Q2
−
π2

6
+O(λ)

)

Ic =
Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

P 2
−

1

2
ln2

µ2

P 2
+
π2

6
+O(λ)

)

Ic̄ =
Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

L2
−

1

2
ln2

µ2

L2
+
π2

6
+O(λ)

)

Is =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2Q2

L2P 2
+

1

2
ln2

µ2Q2

L2P 2
+
π2

6
+O(λ)

)

I≡Ih+Ic+Ic̄+Is =
1

Q2

(
ln

Q2

L2
ln

Q2

P 2
+
π2

3
+O(λ)

)
. (2.44)
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Expansion by regions and SCET

Collinear, anti-collinear and sof modes are kept in the effective theory while the hard modes are 
integrated out

p l

F (Q2, L2, P 2)

=

C̃V (Q2)

J (P 2) J (L2)

S(Λ2
s)

+O
(
λ2
)

Figure 4.2. Diagrammatic representation of the Sudakov form factor in QCD; the diagram illustrates
the separation of the different scales present in the problem. The soft scale is Λ2

s = L2P 2/Q2.

form in Fig. 4.2, where pµ ∼ inµ, lµ ∼ in̄µ, and the double lines represent the soft Wilson

lines.

Do the soft corrections factorize? It depends on the precise meaning that one attributes

to the word factorization. Unfortunately, there are two different definitions of the word

factorization which are employed in this context:

i) Factorization = scale separation. In the source term in Eq. (4.65) the pieces associated to

different scales are separated, so according to this definition the form factor is factorized.

ii) Factorization = no low energy interactions. The two collinear sectors in Eq. (4.65)

interact through soft interactions. The form factor is not factorized in this sense.

4.7 Factorization and Collinear Anomaly

In the case analyzed in Section 2.3, in which the virtual propagator carrying momentum k

in the vertex correction has a small but non vanishing mass m, the integral over the soft

region vanishes. One could naively think that this implies a factorization in d = 4 of the

kind illustrated in Fig. 3.3. However, for m2 ∼ λ2 the hard function is the same as in the

massless case and is given by Eq. (2.39). This function has an infrared divergence which

depends on Q. Such a divergence cannot be canceled if the jet functions do not depend

on Q as well. In Section 2.3 we have shown that this dependence is indeed present, and

originates from the need to use an additional regulator to define in a proper way the collinear

region integrals. Here we want to study how the factorization is modified in this case. At all

orders in perturbation theory, the product of the two jet functions must be independent of

the analytic regulator, and therefore also independent of the corresponding ’t Hooft scale ν.

Consequently, the quantity

P = Jc

(
p2,m2, ln

ν2

m2
, µ

)
Jc̄

(
l2,m2, ln

ν2

Q2
, µ

)
, (4.66)

should satisfy the differential equation

d

d ln ν
lnP =

d

d ln ν

[
lnJc

(
p2,m2, ln

ν2

m2
, µ

)
+ lnJc̄

(
l2,m2, ln

ν2

Q2
, µ

)]
= 0 . (4.67)
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Figure 4.2. Diagrammatic representation of the Sudakov form factor in QCD; the diagram illustrates
the separation of the different scales present in the problem. The soft scale is Λ2

s = L2P 2/Q2.
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lines.
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different scales are separated, so according to this definition the form factor is factorized.

ii) Factorization = no low energy interactions. The two collinear sectors in Eq. (4.65)

interact through soft interactions. The form factor is not factorized in this sense.
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In the case analyzed in Section 2.3, in which the virtual propagator carrying momentum k

in the vertex correction has a small but non vanishing mass m, the integral over the soft

region vanishes. One could naively think that this implies a factorization in d = 4 of the

kind illustrated in Fig. 3.3. However, for m2 ∼ λ2 the hard function is the same as in the

massless case and is given by Eq. (2.39). This function has an infrared divergence which

depends on Q. Such a divergence cannot be canceled if the jet functions do not depend

on Q as well. In Section 2.3 we have shown that this dependence is indeed present, and

originates from the need to use an additional regulator to define in a proper way the collinear

region integrals. Here we want to study how the factorization is modified in this case. At all

orders in perturbation theory, the product of the two jet functions must be independent of

the analytic regulator, and therefore also independent of the corresponding ’t Hooft scale ν.

Consequently, the quantity

P = Jc

(
p2,m2, ln
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m2
, µ

)
Jc̄

(
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, (4.66)
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=
Γ(1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2Q2

L2P 2
+

1

2
ln2

µ2Q2

L2P 2
+
π2

6

)
+O (ε) . (2.43)

The poles in the last line of Eq. (2.43) are of ultraviolet origin. As expected, the result

depends on the “new” soft scale Λ2
soft ∼ P 2L2/Q2. The details of the calculation of Is can

be found in Appendix B.3.

Following [17], many SCET papers worry about the overlap of the soft and collinear

regions. To ensure that there is no double counting, they subtract from the collinear con-

tribution Ic its “zero-bin contribution”. This zero-bin contribution is obtained by expanding

the collinear integrand around the soft limit. This is completely analogous to the contribu-

tion R in Eq. (2.21), which was obtained by expanding the high-energy integrand around the

low-energy limit. As in the case of R, this overlap contribution is given by scaleless integrals

and vanishes in dimensional regularization. Since both the soft and collinear integrals only

depend on a single scale (P 2 for the collinear integrals, Λ2
soft for the soft integrals), one is left

with scaleless integrals if one performs any further expansions of the integrands. Therefore, if

the integrands are systematically expanded in the different regions, one never needs to include

zero-bin subtractions in dimensional regularization. If, on the other hand, higher-power terms

are not systematically expanded away, one may end up with non-zero overlap contributions,

which would then need to be subtracted to avoid double counting. The reader interested in a

more detailed discussion of overlap contributions in loop integrals can consult [19]. Examples

in which non-vanishing zero-bin contributions were encountered in SCET include computa-

tions which involve low-mass jets, defined with a jet-algorithm [20–22]. In these cases, the soft

and collinear phase-space integrals depend on jet algorithm parameters and contain several

scales. This also complicates resummation: in the presence of several scales in the individual

functions, one can end up with large logarithms which cannot be resummed by RG evolution.

The presence of non-vanishing zero-bin contributions indicates that a full scale separation has

not yet been achieved and one should then ask the question whether an effective theory can

be constructed which achieves complete scale separation.

One can now sum the results obtained in the different regions to obtain what was the

original goal of the calculation: an analytic expression for the integral in Eq. (2.22) in the

limit in which L2 ∼ P 2 ≪ Q2. One finds

Ih =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2

Q2
+

1

2
ln2

µ2

Q2
−
π2

6
+O(λ)

)

Ic =
Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

P 2
−

1

2
ln2

µ2

P 2
+
π2

6
+O(λ)

)

Ic̄ =
Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

L2
−

1

2
ln2

µ2

L2
+
π2

6
+O(λ)

)

Is =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2Q2

L2P 2
+

1

2
ln2

µ2Q2

L2P 2
+
π2

6
+O(λ)

)

I≡Ih+Ic+Ic̄+Is =
1

Q2

(
ln

Q2

L2
ln

Q2

P 2
+
π2

3
+O(λ)

)
. (2.44)
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The poles in the last line of Eq. (2.43) are of ultraviolet origin. As expected, the result

depends on the “new” soft scale Λ2
soft ∼ P 2L2/Q2. The details of the calculation of Is can

be found in Appendix B.3.

Following [17], many SCET papers worry about the overlap of the soft and collinear

regions. To ensure that there is no double counting, they subtract from the collinear con-

tribution Ic its “zero-bin contribution”. This zero-bin contribution is obtained by expanding

the collinear integrand around the soft limit. This is completely analogous to the contribu-

tion R in Eq. (2.21), which was obtained by expanding the high-energy integrand around the

low-energy limit. As in the case of R, this overlap contribution is given by scaleless integrals

and vanishes in dimensional regularization. Since both the soft and collinear integrals only

depend on a single scale (P 2 for the collinear integrals, Λ2
soft for the soft integrals), one is left

with scaleless integrals if one performs any further expansions of the integrands. Therefore, if

the integrands are systematically expanded in the different regions, one never needs to include

zero-bin subtractions in dimensional regularization. If, on the other hand, higher-power terms

are not systematically expanded away, one may end up with non-zero overlap contributions,

which would then need to be subtracted to avoid double counting. The reader interested in a

more detailed discussion of overlap contributions in loop integrals can consult [19]. Examples

in which non-vanishing zero-bin contributions were encountered in SCET include computa-

tions which involve low-mass jets, defined with a jet-algorithm [20–22]. In these cases, the soft

and collinear phase-space integrals depend on jet algorithm parameters and contain several

scales. This also complicates resummation: in the presence of several scales in the individual

functions, one can end up with large logarithms which cannot be resummed by RG evolution.

The presence of non-vanishing zero-bin contributions indicates that a full scale separation has

not yet been achieved and one should then ask the question whether an effective theory can

be constructed which achieves complete scale separation.

One can now sum the results obtained in the different regions to obtain what was the

original goal of the calculation: an analytic expression for the integral in Eq. (2.22) in the

limit in which L2 ∼ P 2 ≪ Q2. One finds

Ih =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2

Q2
+

1

2
ln2

µ2

Q2
−
π2

6
+O(λ)

)
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Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2

P 2
−

1

2
ln2

µ2

P 2
+
π2

6
+O(λ)

)
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Γ (1 + ε)

Q2

(
−

1

ε2
−

1

ε
ln

µ2
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−

1

2
ln2

µ2

L2
+
π2

6
+O(λ)
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Is =
Γ (1 + ε)

Q2

(
1

ε2
+

1

ε
ln

µ2Q2

L2P 2
+

1

2
ln2

µ2Q2

L2P 2
+
π2

6
+O(λ)

)

I≡Ih+Ic+Ic̄+Is =
1

Q2

(
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Q2
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ln
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+
π2
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+O(λ)

)
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The IR divergences of the hard region cancel 
against the divergences of the soft and 
collinear regions (Important observation for 
predicting IR poles of scattering amplitudes)

The final result does not depend on the dimensional regulator ε and the reader is invited to

check that it coincides with the one that would be obtained by evaluating directly the integral

in Eq. (2.22) and then expanding the result in the λ → 0 limit. We stress the fact that the

infrared divergences found in the hard region cancel out against the ultraviolet divergences

found in the sum of the soft and collinear contributions. This feature is general and requires

a nontrivial interplay of the logarithms found in the various integrals:

−
1

ε
ln

µ2

P 2
−

1

ε
ln

µ2

L2
+

1

ε
ln

µ2Q2

L2P 2
= −

1

ε
ln

µ2

Q2
. (2.45)

The requirement that infrared divergences of the hard region should cancel against the ultra-

violet divergences of the soft and collinear regions leads to constraints that must be satisfied

by the infrared pole structure of a generic amplitude. This aspect will be further discussed

in Section 8.

2.3 The Massive Sudakov Problem and the Collinear Anomaly

For some observables the simple separation of the integral in hard, soft, and collinear regions

breaks down because the different momentum regions are not well defined if one does not

introduce additional regulators on top of dimensional regularization. This problem is referred

to as the Collinear Anomaly in [11] and appears for example in processes with high momentum

transfers and small but non negligible masses, such as in the resummation of electroweak

Sudakov logarithms [23, 24], and in observables sensitive only to transverse momenta such as

the transverse momentum spectrum in Drell-Yan production [11] or in jet broadening [12, 25].

To illustrate this kind of situation we consider again the diagram in Fig. 2.1 but this

time we assume that the virtual particle which carries momentum k has a mass m, such that

m2 ∼ λ2Q2 ≫ λ4Q2. If the virtual momentum k is soft (k2 ∼ λ4Q2), the propagator carrying

momentum k has the following expansion

1

k2 −m2
= −

1

m2

(
1−

k2

m2
+ · · ·

)
. (2.46)

The relevant integral for the soft region is then

Is = −iπ−d/2µ4−d
∫

ddk
1

(m2 − i0) (2k− · l+ + l2 + i0) (2k+ · p− + p2 + i0)
, (2.47)

and it can be proven that the above integral vanishes (see Appendix B.3). One could then

conclude that the complete integral is given by the sum of the hard region and the two

collinear regions. Also, one could naively expect that the collinear integrals depend only on

collinear scales such as the squared momenta l2 and p2 and the squared mass. However, this

cannot be the case, since the hard region integral will have an infrared pole multiplied by a

logarithm of the hard scale Q, and this infrared divergence must cancel in the final result.

This apparent contradiction can be resolved after observing that the collinear integrals are

not well defined unless one uses an additional regulator on top of dimensional regularization.

– 15 –

For this cancellation to happen, non trivial interplay of the logarithms found in the various integrals
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Q2 C̃V (Q2, µ2)

L2 ∼ P 2
J (L2, µ2)

J (P 2, µ2)

Λ2
s S(Λ2

s, µ
2)

µ2

Figure 10: Schematic representation of the scale separation and of the calculational procedure in
renormalization group improved perturbation theory.

called Renormalization Group Improved Perturbation Theory. The large logarithm counts

as 1/αs, as it can be seen from Eq. (5.11) remembering that β(αs) ∼ α2
s.

We observe that the fixed order expression of the Wilson coefficient C̃V (Eq. (5.5)),

becomes meaningless when µ≫ Q or µ≪ Q, since in these cases the logarithms are large

and the product αs ln(Q2/µ2) ∼ 1 cannot be used as an expansion parameter. In contrast,

if µh is taken approximately equal to the scale Q, the expression in Eq. (5.9) is valid for

any value of µ for which αs is perturbative.

5.2 Resummation

In the case of the Sudakov form factor, we integrated out the hard contribution and ab-

sorbed it in the Wilson coefficient C̃V
(
Q2, µ2

)
, but the decoupling also allows us to factorize

soft and collinear interactions, as it is shown in Fig. 7. The complete form factor can then

be written as

F
(
Q2, L2, P 2

)
= C̃V

(
Q2, µ2

)
J
(
L2, µ2

)
J
(
P 2, µ2

)
S
(
Λ2
s, µ

2
)
, (5.17)

where the J ’s are the collinear functions and S is the soft function characterized by the

scale Λ2
s = L2P 2/Q2.

Above, we have resummed logarithms in the hard function by solving its RG equation.

To achieve the resummation for the entire form factor, one solves the RG for each of the

terms in the r.h.s. of Eq. (5.17). All of them fulfill a RG equation of the same type as

the one satisfied by the Wilson coefficient. Therefore, each factor in Eq. (5.17) can be

calculated perturbatively at its own characteristic scale, and then evolved to a common

reference scale µ. The procedure is summarized in Fig. 10. Since each factor is evaluated at

its own natural scale, no large logarithms are present in the perturbative calculations; all

of the large logarithms are resummed in the evolution factors originating from the solution

of the RG equations.

The factorization formula puts constraints on the anomalous dimensions governing the

RG equation of the various factors in Eq. (5.17). The final result must be independent of
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p l

F (Q2, L2, P 2)

=

C̃V (Q2)

J (P 2) J (L2)

S(Λ2
s)

+O
(
λ2
)

Figure 7: Diagrammatic representation of the Sudakov form factor in QCD; the diagrams illus-
trates the separation of the different scales present in the problem. The soft scale is Λ2

s = L2P 2/Q2.

Since

γµ = n/
n̄µ

2
+ n̄/

nµ

2
+ γµ⊥ , (4.63)

the only component surviving in Eq. (4.61) is γ⊥. When applying the decoupling transfor-

mations

χc(x) → Sn (x−)χ
(0)
c (x) ,

χc̄(x) → Sn̄ (x+)χ
(0)
c̄ (x) , (4.64)

the source term becomes

Jµ(x) =

∫
ds

∫
dtCV (s, t)χ̄

(0)
c (x+ sn̄)S†

n (x−)Sn̄ (x+) γ
µ
⊥χ

(0)
c̄ (x+ tn)

=

∫
ds

∫
dtCV (s, t)χ̄

(0)
c (x+ + x⊥ + sn̄)S†

n (0)Sn̄ (0) γ
µ
⊥χ

(0)
c̄ (x− + x⊥ + tn) + . . .

(4.65)

In the second line, we have used the multipole expansion to drop power-suppressed depen-

dence on xµ ∼ (1, 1, 1/λ). The scaling follows because xµ is conjugate to the sum of a

collinear and an anti-collinear momentum. We see that the soft interactions do not cancel,

and the Sudakov form factor receives low-energy contributions which describe a long-range

interaction between the fast moving ingoing and outgoing quarks. The situation is sum-

marized in diagrammatic form in Fig. 7, where pµ ∼ inµ, lµ ∼ in̄µ, and the double lines

represent the soft Wilson lines.

Do the soft corrections factorize? It depends on the precise meaning that one attributes

to the word factorization. Unfortunately, there are two different definitions of the word

factorization which are employed in this context:

i) Factorization = scale separation. In the source term in Eq. (4.65) the pieces associated

to different scales are separated, so according to this definition the form factor is

factorized.

ii) Factorization = no low energy interactions. The two collinear sectors in Eq. (4.65)

interact through soft interactions. The form factor is not factorized in this sense.

– 42 –

‣ Resummation program in EFT schematically 

‣ separation of scales (factorization formula) 

‣ evaluate each single scale factor in fixed order perturbation theory at 
a scale for which it is free of large logs 

‣ use Renormalization Group (RG) equations to evolve the factors to a 
common scale

Resummation

Large logarithmic correctionsLarge logarithmic corrections

● The partonic cross section for top pair (+Higgs,W or Z) 
production receives potentially large corrections from soft gluon 
emission diagrams

● Schematically, the partonic cross section depends on 
logarithms of the ratio of two different scales: 

● It can be that                 

● One needs to reorganize the perturbative series: Resummation

● The resummation of soft emission corrections can be carried 
out by means of effective field theory methods    
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SCET Lagrangian
I employ position-space SCET [M. Beneke, A. Chapovsky, M. Diehl, T. Feldmann, hep-ph/0206152], [M.Beneke, T. Feldmann, 
hep-ph/0211358]. Lagrangian terms with only one collinear field are not possible (momentum not 
conserved), collinear anti-collinear interactions are forbidden
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 (x) !  1(x) + · · · +  N (x)
| {z }
N collinear fermion fields

+q(x) LSCET =

NX

i=1

Lci
+ Lsoft

where each of the Lagrangians belonging to a collinear direction is expanded in powers of

the small parameter � =
p
1 � z:

Lci
= L

(0)
ci|{z}
LP

+ L
(1)
ci|{z}

O(�1)

+ L
(2)
ci|{z}

O(�2)

+ ...

Separate collinear sectors interact only through soft gluon interactions. Focusing on the

LP term:

L
(0)
c = ⇠̄c

✓
in�Dc + g n�As(x�) + i /D?c

1

in+Dc
i /D?c

◆
/n+

2
⇠c + L

(0)
c,YM

with in�Dc = in�@ + g n�Ac(x), x
µ
�

= (n+x)

n
µ
�

2
.
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each of the Lagrangians belonging to a collinear direction is expanded in powers of the small 
parameter λ
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Separate collinear sectors interact only through soft gluon interactions. For the leading-power 
(LP) term we have
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The soft interaction with each collinear field at LP is given by the usual eikonal vertex
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The soft interaction with each collinear field at LP is given by the standard eikonal

vertex

 k

p

p0

Aµa
s

⇠̄

⇠

igst
a /n+

2
n�µ O(�

0
)
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where
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SCET Lagrangian
The decoupling transformation  and  separates the sof and collinear interactions at 
at LP [C. Bauer, D. Pirjol, I. Stewart, hep/0109045]

ξc → Y+ξ(0)
c Aμ

c → Y+A(0) μ
c Y†

+
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(0)
c and A
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c ! Y+A

(0)µ
c Y
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+, separates the soft

and collinear sectors at LP [C. Bauer, D. Pirjol, I. Stewart, hep/0109045]
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where soft Wilson line

At subleading powers the SCET Lagrangian is more involved [M.Beneke, T. Feldmann, hep-ph/0211358]

16/72

SCET introduction: Lagrangian

The structure of the SCET Lagrangian beyond LP is more intricate

[M. Beneke, Th. Feldmann, hep-ph/0211358]

L
(1)
c = ⇠̄

⇣
x
µ
?
n
⌫
�

Wc gF
s
µ⌫W

†

c

⌘ /n+

2
⇠ + L

(1)
YM +

⇣
q̄ W

†

c i /D? ⇠ + h.c.

⌘

L
(2)
⇠ =

1

2
⇠̄

⇣
(n�x)n

µ
+n

⌫
�

Wc gF
s
µ⌫W

†

c + x
µ
?
x?⇢n

⌫
�
Wc

⇥
D

⇢
s , gF

s
µ⌫

⇤
W

†

c

⌘ /n+

2
⇠

+
1

2
⇠̄

✓
i /D?c

1

in+Dc
x
µ
?
�
⌫
?

Wc gF
s
µ⌫W

†

c + x
µ
?
�
⌫
?

Wc gF
s
µ⌫W

†

c

1

in+Dc
i /D?c

◆
/n+

2
⇠

I Importantly, there are no purely collinear interactions at subleading powers. In

each vertex there is at least one soft field.

I Coordinate space arguments appear in the Lagrangian due to multipole

expansion of the soft modes:

�s(x)�c(x) = (�s(x�) + x? · @?�s(x�)
| {z }

O(�)

+ ... )�c(x)

I For Feynman rules see [M. Beneke, M. Garny, R. Szafron, J. Wang, 1808.04742]
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‣ There are no purely collinear interactions at subleading powers, in each vertex there is at least one soft field 

‣ Coordinate space arguments appear in the Lagrangian due to multipole expansion of the soft modes 
interacting with collinear fields 

‣ Still need to add external operators constructed by multiplying collinear gauge invariant building blocks 

φc

φc

φs

φc̄

φc̄

φs

Figure 3.1. Interaction vertices generated from the Lagrangian Lc+s.

which gives rise to the interaction vertices shown in Fig. 3.1. At first sight, it looks like there

should be many additional interaction terms, but the interactions between the fields which do

not appear in Eq. (3.3) are forbidden by momentum conservation, as it is shown in Fig. 3.2.

As a last step, one needs to expand each interaction term in the small momentum compo-

nents. This procedure is called derivative (or multipole) expansion [6]. Consider the Fourier

transform of the fields in a given interaction term;

∫
ddxφ2c(x)φs(x) =

∫
ddx

∫
ddp1
(2π)d

∫
ddp2
(2π)d

∫
ddps
(2π)d

φ̃c(p1)φ̃c(p2)φ̃s(ps)e
−i(p1+p2+ps)·x , (3.5)

where the tilde indicates the transformed fields. If, as we assumed, the momenta p1 and p2
are collinear to p, while ps is soft, the sum of the three momenta scales as

pµ1 + pµ2 + pµs ∼
(
λ2, 1,λ

)
Q . (3.6)

Consequently the components of x must scale as

xµ ∼
(
1,

1

λ2
,
1

λ

)
1

Q
. (3.7)

If one now considers the fact that all of the components of the soft momentum scale as λ2,

one finds that

ps · x = (ps)+ · x−︸ ︷︷ ︸
O(1)

+(ps)− · x+︸ ︷︷ ︸
O(λ2)

+(ps)⊥ · x⊥︸ ︷︷ ︸
O(λ)

. (3.8)

Since the derivatives of the soft field scale as the components of the soft momentum, the

Taylor expansion of the soft field around the point xµ− = (x · n̄)nµ/2 is

φs(x) = φs(x−) + x⊥ · ∂⊥︸ ︷︷ ︸
O(λ)

φs(x−) + x+ · ∂−︸ ︷︷ ︸
O(λ2)

φs(x−) +
1

2

(
xµ⊥xν⊥∂

µ∂ν
︸ ︷︷ ︸

O(λ2)

φs(x−)
)
+ . . . (3.9)

where we specify the λ suppression relative to the leading term. Consequently, up to first

order in λ, the interaction term between the collinear and soft field can be rewritten as
∫

ddxφ2c(x)φs(x) =

∫
ddxφ2c(x)φs(x−) (1 +O(λ)) . (3.10)

– 19 –

χi(tini +) ≡ W†
i ξi 𝒜μ

i ⊥(tini +) ≡ W†
i [iDμ

⊥ iWi]
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Applications to LHC physics 
and beyond
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1 Introduction

The weak-coupling expansion of QCD high-energy scattering fails near kinematic thresh-
olds due to the restricted phase space for real emission. The logarithmic enhancements
in the kinematic variable that characterizes the threshold must be resummed to all or-
ders in the coupling expansion to arrive at a reliable approximation. This has been
studied first [1, 2] and in greatest detail for the simplest such situation, the production
of a single uncoloured particle DY (Drell-Yan process) in the collision of two hadrons,
A(pA)B(pB) ! DY(Q) +X, where X denotes an unobserved QCD final state. The DY
process has always provided the first physically very relevant case on which to push the
accuracy of resummation to the next level, or explore new approaches to resummation [3].

The DY spectrum d�DY/dQ2 is given by the convolution of parton distributions in
the incoming hadrons with partonic short-distance cross sections �̂ab in partonic channels
ab. The parton scattering cross sections can be regarded as functions of z = Q2/ŝ, where
ŝ = xaxbs is the partonic center-of-mass (cms) energy squared, and xa, xb the momentum
fractions of the partons in the corresponding hadrons. Near the partonic threshold z = 1,
�̂ab has the singular expansion

�̂ab(z) =
1X

n=0

↵n

s

"
cn�(1� z) +

2n�1X

m=0

✓
cnm


lnm(1� z)

1� z

�

+

+ dnm lnm(1� z)

◆
+ . . .

#
.

(1.1)
In this expression the series with coe�cients cn, cnm encompass the leading power (LP)
singular terms, and, more specifically, the terms c0 and cn(2n�1) constitute the leading
logarithms (LL). The terms multiplied by dnm are suppressed by one power of (1 � z)
and are referred to as next-to-leading power (NLP). The NLP LL series is given by the
highest power NLP logarithms with coe�cients dn(2n�1) for n = 1, 2, . . ..

Existing approaches to soft gluon resummation of the DY threshold apply only to
the LP terms. The key result is the factorization of the partonic cross section

�̂(z) = H(Q2)QSDY(Q(1� z)) (1.2)

into the product of a hard function and the DY soft function [4]

SDY(⌦) =

Z
dx0

4⇡
eix

0⌦/2 1

Nc

Tr h0|T̄(Y †
+(x

0)Y�(x
0))T(Y †

�(0)Y+(0))|0i (1.3)

expressed in terms of Wilson lines, as defined below. Both functions depend on a renor-
malization scale µ. This dependence is important to perform the resummation via a
renormalization group equation, but will not be indicated explicitly unless necessary. In
principle it is possible to sum arbitrary subleading logarithms at LP by computing the
hard and soft function and the evolution equation to su�ciently high order. Presently, LP
logarithms can be summed to the next-to-next-to-next-to-leading logarithmic order [3,5].

In contrast, much less is understood at NLP. The structure of NLP logarithms has
recently received increased interest with explicit calculations at fixed order n = 1, 2

1

‣ Threshold resummation and fixed-order expansions have been applied to many different 
processes at LP: Drell-Yan [Becher, Neubert, Xu `07], Higgs production [Ahrens, Becher,Neubert,Yang `09], 
ttbar [Ahrens,Ferroglia,Neubert,Pecjak,Yang `10,`11], ttbar+V [AB,Ferroglia,Pecjak,Ossola,Yang,Signer `15,`16,`17]

LP NLP

d�

dM2
⇠

X

ab

Z 1

⌧

dz

z
ffab(⌧/z)�̂ab(z)

Classic problem: soft gluon resummation

When real radiation is present 
in the final state

̂s ≠ M2

z = M2/ ̂s → 1

Power counting parameter: λ = 1 − z

Modes, SCET-I: pμ
c = (n+pc, n−pc, pc ⊥) ∼ M(1,λ2, λ)

pμ
c̄ = (n+pc̄, n−pc̄, pc̄ ⊥) ∼ M(λ2,1,λ)

pμ
s = (n+ps, n−ps, ps ⊥) ∼ M(λ2, λ2, λ2)

pμ
c−PDF ∼ (M, Λ2/M, Λ)

M2λ2 = M2(1 − z) ≫ Λ2
QCD
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The Drell-Yan Process

A(pA) +B(pB) ! �
⇤(Q2)[! `(l1)¯̀(l2) ] +X(pX)

z =
Q

2

ŝ
! 1 � =

p
(1� z)

pc = (n+pc, n�pc, pc?) ⇠ Q(1,�2
,�)

pc̄ = (n+pc̄, n�pc̄, pc̄?) ⇠ Q(�2
, 1,�)

ps = (n+ps, n�ps, ps?) ⇠ Q(�2
,�

2
,�

2)
B

A

xa
xb

`(l1)

¯̀(l2)

Q
2
�
2 = Q

2(1� z) � ⇤2
QCD pc�PDF ⇠ (Q,⇤2

/Q,⇤)

pc

pc̄
Q

ps

Q

Q�

Q�2

⇤

h

c c̄

s

pdf

Sebastian Jaskiewicz Advances in Subleading Power Factorization and Resummation

 expansion(1 − z)
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Factorization and ResummationThe partonic cross section �̂ab(z) factorizes into a hard function, originating from squar-
ing the hard matching coe�cient eCA0,A0(t, t̄ ) in (2.8), and a soft function:

�̂(z) = H(Q2)QSDY(Q(1� z)) . (2.11)

The leading power DY soft function is given by [32]

SDY(⌦) =

Z
dx0

4⇡
ei⌦x0/2 1

Nc
Tr h0|T̄(Y †

+(x
0)Y�(x

0))T(Y †
�(0)Y+(0))|0i . (2.12)

2.2 Emergence of collinear functions

The analysis becomes more involved when subleading-power e↵ects are studied. The
framework employed here for the power-suppressed corrections in SCET was developed
in [33–36]. It makes use of collinear gauge-invariant building blocks, which consist of
collinear quark and gluon fields in a particular collinear direction, and non-local operators
with insertions of terms from the power-suppressed SCET Lagrangian to systematically
include subleading-power contributions in perturbative calculations. In what follows,
we use this general framework to derive power corrections to the LP factorization for-
mula for DY production at threshold. We find that the new physical ingredients, the
collinear functions, arise from soft-collinear interactions present in the power-suppressed
Lagrangian. These technically appear as a consequence of Lagrangian insertions in time-
ordered product operators.

As an illustrative example, we consider the insertion of the NLP soft-collinear inter-
action Lagrangian

L
(2)
2⇠ (z) =

1

2
�̄c(z) z

µ
? z⌫?

h
i@⌫ in�@ B

+
µ (z�)

i /n+

2
�c(z) (2.13)

from (A.1). The decoupling transformation has already been performed (and the super-
script (0) on the collinear gauge-invariant quark field �c dropped), and the B± field is a
soft building block formed by a soft covariant derivative and soft Wilson lines (we also
define the soft quark building block for completeness)

B
µ
± = Y †

± [iDµ
s Y±] , (2.14)

q± = Y †
± qs . (2.15)

In contrast to LP, the decoupling transformation does not remove completely the
soft-collinear interactions. In fact, the insertions of Lagrangian terms appear in non-
local operators with an integral over the position of the insertion,

J T2
c (t) = i

Z
d4z T

h
�c(tn+)L

(2)
2⇠ (z)

i
, (2.16)

where the field �c(tn+) arises from the LP JA0,A0 current. See Figure 3 for illustration.
The collinear fields in (2.13) depend on all components of the z coordinate. The soft

6

LP factorization 
& Soft function

In SCET: [Becher, Neubert, Xu `07].

s

q

kp

l

A0

Figure 2: Example of a LP diagram with a collinear loop and a LP soft emission. This
diagram is non-vanishing.

consider the LP SCET Lagrangian written in terms of standard SCET fields,

L
(0)(z) = ⇠̄c

✓
in�D + i /Dc?

1

in+Dc
i /Dc?

◆
/n+

2
⇠c + L

(0)
s (z) + L

(0)
YM(z) , (2.2)

where the quark part is written explicitly as it will serve as an example. In this form,
soft-collinear interactions are present at LP since

in�D = in�@ + gs n�Ac(z) + gs n�As(z�). (2.3)

The n� component of the soft gluon field is unsuppressed with respect to the corre-
sponding component of the collinear field, resulting in the well-known eikonal form of
the soft-collinear interaction. This means diagrams of type shown in Figure 2 exist.

The external soft line provides a scale to the collinear loop, and indeed, individually,
such diagrams are non-vanishing. Following the labeling in Figure 2, k, p, and l are
soft, collinear, and anticollinear momenta, respectively. One can then form the collinear
invariant (n�k)(n+p) ⇠ �2, resulting in dimensionally regulated results proportional to
[µ2/((n�k)(n+p))]✏. It therefore appears that there should be collinear functions already
at LP.

However, at LP, the decoupling transformation [31] ⇠c(z) ! Y+(z�) ⇠
(0)
c (z), Aµ

c (z) !

Y+(z�)A
(0)µ
c (z)Y †

+(z�) can be applied, where the soft Wilson line is defined as

Y± (x) = P exp


igs

Z 0

�1
ds n⌥As (x+ sn⌥)

�
. (2.4)

Since

⇠̄c in�D
/n+

2
⇠c = ⇠̄(0)c in�D

(0)
c

/n+

2
⇠(0)c , (2.5)

this removes all soft-collinear interactions from the LP Lagrangian (2.2). It is often
convenient to define the collinear gauge-invariant field �c = W †

c ⇠c involving the collinear
Wilson line2

Wc (x) = P exp


igs

Z 0

�1
ds n+Ac (x+ sn+)

�
, (2.6)

2Similar definitions apply to the collinear gluon field, and to anticollinear fields with n+ $ n�.
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The Drell-Yan Proccess: Leading Power Cross-Section

The leading power factorisation formula has the following form:

d�DY

dQ2
⇠

X

a,b

Z 1

0
dxadxb fa/A(xa)fb/B(xb)

⇣
�̂

LP
ab + �̂

NLP
ab,dyn + �̂

NLP
ab,kin + . . .

⌘
+O (⇤/Q)

A A

B B

�⇤ �⇤A0 A0

�̂
LP

(z) = Q |C(Q
2
)|

2
SDY(⌦)

[G. Sterman 1987] [S. Catani, L. Trentadue 1989] [G. P. Korchemsky G. Marchesini, 1993]

[S. Moch, A. Vogt, hep-ph/0508265] [T. Becher, M. Neubert, G. Xu, 0710.0680]
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Nontrivial statement, at LP 
collinear virtual diagrams cancel in 

the sum, consequence of 
decoupling transformation

[G. Sterman, 1987] [S. Catani, L. 
Trentadue, 1989] [G.P. Korchemsky 
G. Marchesini, 1993] 
[S. Moch, A Vogt, hep-ph/0508265]

LP

In the following we will need the renormalized soft function, which is finite in the limit ε→
0. In momentum space the renormalization will involve a convolution with a Z-factor, since

the soft function is distribution valued, but in Laplace (and position space), renormalization

is multiplicative, as discussed in Section 6.2. The renormalized functions can be obtained

by multiplying the bare functions by a renormalization factor Z−1s (αs, L, ε). At the one-loop

level, the renormalized function is obtained by simply dropping the divergent parts of the

bare function, and reads

s̃DY(κ, µ) = 1 +
αs

4π
CF

[
2L2 +

π2

3

]
. (6.66)

In contrast to the bare function, this function depends on µ and the reader can easily verify

that it fulfills the RG equation derived in 6.2.

6.4 Resummation of Large Logarithms

The partonic Drell-Yan cross section factors into the product of the squared Wilson coefficient

and the soft function, as shown in Eq. (6.25). The product of these two terms describes the

hard partonic scattering; the physical (hadronic) cross section is obtained by integrating

the product of the hard-scattering kernel and the parton distribution functions over the

appropriate domain. In Section 5 we solved the RG equation satisfied by the Wilson coefficient

C̃V (cf. Eqs. (5.9,5.12)), while the solution of the RG equation satisfied by the soft function

was presented in Section 6.2 above. By combining these two elements we obtain a resummed

formula for the hard scattering kernel.

Equation (5.12) is valid for space-like momenta; the solution of the RG equation for the

function C̃V needed in Drell-Yan scattering can be obtained from the one valid for space-like

momenta by analytic continuation. The sign of the imaginary part extracted from the loga-

rithm in the RG equation can be determined by writing explicitly the infinitesimal imaginary

part of M2. The RG equation becomes [10]

d

d ln µ
C̃V (−M2 − i0+, µ) =

[
CF γcusp(αs)

(
ln

M2

µ2
− iπ

)
+ γV (αs)

]
C̃V (−M2 − i0+, µ) ,

(6.67)

and its solution is

C̃V (−M2 − i0+, µf ) = exp
[
2CFS(µh, µf )−AγV (µh, µf ) + iπCFAγcusp(µh, µf )

]

×
(
M2

µ2
h

)−CFAγcusp (µh,µf )

C̃V (−M2, µh) . (6.68)

The functions S and Aγi are defined in Eq. (5.13).

Following the notation employed in [10], one can define the hard-scattering kernel as

C(z,M, µf ) ≡
∣∣∣C̃V (−M2, µf )

∣∣∣
2√

ŝWDY

(√
ŝ(1− z), µf

)
. (6.69)
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C̃V (cf. Eqs. (5.9,5.12)), while the solution of the RG equation satisfied by the soft function

was presented in Section 6.2 above. By combining these two elements we obtain a resummed
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rithm in the RG equation can be determined by writing explicitly the infinitesimal imaginary

part of M2. The RG equation becomes [10]

d

d ln µ
C̃V (−M2 − i0+, µ) =

[
CF γcusp(αs)

(
ln

M2

µ2
− iπ

)
+ γV (αs)

]
C̃V (−M2 − i0+, µ) ,

(6.67)

and its solution is

C̃V (−M2 − i0+, µf ) = exp
[
2CFS(µh, µf )−AγV (µh, µf ) + iπCFAγcusp(µh, µf )

]

×
(
M2

µ2
h

)−CFAγcusp (µh,µf )

C̃V (−M2, µh) . (6.68)

The functions S and Aγi are defined in Eq. (5.13).

Following the notation employed in [10], one can define the hard-scattering kernel as

C(z,M, µf ) ≡
∣∣∣C̃V (−M2, µf )
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2√

ŝWDY

(√
ŝ(1− z), µf
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̂σ(z) = H(M2) M SDY(M(1 − z))

Solution:

After rewriting also the logarithm in the exponent (5.8) by employing the relation

ln
ν

µ
=

∫ αs(ν)

αs(µ)

dα

β(α)
, (5.11)

the evolution matrix can be written in the form

U (µh, µ) = exp [2CFS(µh, µ)−AγV (µh, µ)]

(
Q2

µ2
h

)−CFAγcusp (µh,µ)

, (5.12)

where the quantities S and Aγ are defined as

S (ν, µ) = −
∫ αs(µ)

αs(ν)
dα
γcusp(α)

β(α)

∫ α

αs(ν)

dα′

β(α′)
,

Aγi(ν, µ) = −
∫ αs(µ)

αs(ν)
dα
γi(α)

β(α)
, (5.13)

with i ∈ {V, cusp}. It is straightforward to check that Eq. (5.9) with Eq. (5.12) indeed solves

the RG equation Eq. (5.6) by observing that

d

d ln µ
S (ν, µ) = −γcusp (αs(µ))

∫ αs(µ)

αs(ν)

dα′

β(α′)
,

d

d ln µ
Aγi (ν, µ) = −γi (αs(µ)) . (5.14)

Since dαs/β = d ln µ, one can conclude from Eqs. (5.13) that the functions Ai are responsible

for the resummation of the single logarithms and the function S for the resummation of

the double logarithms. Explicit expressions for these functions can be obtained by inserting

the perturbative expansion of the beta function and of the γ functions in Eqs. (5.13). By

parameterizing the expansions of the beta function and of the anomalous dimensions γi as

follows

β (αs) = −2αs

[
β0
(αs

4π

)
+ β1

(αs

4π

)2
+O(α3

s)

]
,

γcusp(αs) = γcusp

0

(αs

4π

)
+ γcusp

1

(αs

4π

)2
+O(α3

s) ,

γV (αs) = γV0

(αs

4π

)
+ γV1

(αs

4π

)2
+O(α3

s) , (5.15)

and by inserting these expansions in the integrands of Eqs. (5.13), one obtains

AγV (ν, µ) =
γV0
2β0

ln
αs(µ)

αs(ν)
+O(αs) ,

Aγcusp (ν, µ) =
γcusp

0

2β0
ln
αs(µ)

αs(ν)
+O(αs) ,

S (ν, µ) =
γcusp

0

4β20

[
4π

αs(ν)

(
r − 1

r
− ln r

)
+

(
γcusp

1

γcusp

0

−
β1
β0

)
(1− r + ln r)

– 50 –



Alessandro Broggio    02/10/2024 15

NLP Factorization & Generalised soft functions�(z) =
1

(1� ✏)

�̂(z)

z
. (2.5)

equation (3.32) in [9]

�dyn
NLP(z) = �

2

(1� ✏)
Q

✓
/n�
4

◆
�?⇢

✓
/n+

4

◆
�
⇢
?

�

��

⇥

Z
d(n+p)C

A0,A0 (n+p, xbn�pB)C
⇤A0A0 ( xan+pA, xbn�pB)

⇥

5X

i=1

Z
{d!j} Ji,�� (n+p, xan+pA; {!j}) Si(⌦; {!j}) + h.c. , (2.6)

where ⌦ = Q(1� z).
In the factorisation formula written in equation (2.6) we have used the generalised,

multi-local, soft functions in momentum space as the Fourier transforms defined in the
following way,

Si(⌦; {!j}) =

Z
dx

0

4⇡
e
i⌦x0/2

Z ⇢
dzj�

2⇡

�
e
�i!jzj�Si(x0; {zj�}) , (2.7)

where the position-space soft functions, Si(x0; {zj�}), which contribute at the next-to-
leading power are given by

S1(x
0; z�) =

1

Nc
Trh0|T̄

h
Y

†
+(x

0)Y�(x
0)
i
T

✓h
Y

†
�(0)Y+(0)

i
i@

⌫
?

in�@
B

+
⌫?

(z�)

◆
|0i , (2.8)

S2;µ⌫(x
0; z�) =

1

Nc
Tr h0|T̄

h
Y

†
+(x

0)Y�(x
0)
i

⇥T

✓h
Y

†
�(0)Y+(0)

i 1

(in�@)

⇥
B

+
µ?
(z�),B

+
⌫?
(z�)

⇤◆
|0i , (2.9)

S3(x
0; z�) =

1

Nc
Tr h0|T̄

h
Y

†
+(x

0)Y�(x
0)
i

⇥T

✓h
Y

†
�(0)Y+(0)

i 1

(in�@)2
⇥
B

+µ?(z�),
⇥
in�@B

+
µ?
(z�)

⇤⇤◆
|0i , (2.10)

S
AB
4;µ⌫,bf (x

0; z1�, z2�) =
1

Nc
Tr h0|T̄

h
Y

†
+(x

0)Y�(x
0)
i

ba

⇥T

✓h
Y

†
�(0)Y+(0)

i

af
B

+A
µ?

(z1�)B
+B
⌫?

(z2�)

◆
|0i , (2.11)

4

Radiative collinear functions 
(contain derivative contributions), 

calculated up to 𝒪(αs)
Fourier transforms

Si(⌦; {!j}) =

Z
dx0

4⇡
ei⌦x0/2

Z ⇢
dzj�
2⇡

�
e�i!jzj�Si(x0; {zj�}) . (3.33)

The position-space soft functions appearing at NLP are given by

S1(x
0; z�) =

1

Nc
Trh0|T̄

h
Y †
+(x

0)Y�(x
0)
i
T

✓h
Y †
�(0)Y+(0)

i i@⌫
?

in�@
B

+
⌫?

(z�)

◆
|0i , (3.34)

S2;µ⌫(x
0; z�) =

1

Nc
Tr h0|T̄

h
Y †
+(x

0)Y�(x
0)
i

⇥T

✓h
Y †
�(0)Y+(0)

i 1

(in�@)

⇥
B

+
µ?
(z�),B

+
⌫?
(z�)

⇤◆
|0i , (3.35)

S3(x
0; z�) =

1

Nc
Tr h0|T̄

h
Y †
+(x

0)Y�(x
0)
i

⇥T

✓h
Y †
�(0)Y+(0)

i 1

(in�@)2
⇥
B

+µ?(z�),
⇥
in�@B

+
µ?
(z�)

⇤⇤◆
|0i , (3.36)

SAB
4;µ⌫,bf (x

0; z1�, z2�) =
1

Nc
Tr h0|T̄

h
Y †
+(x

0)Y�(x
0)
i

ba

⇥T

✓h
Y †
�(0)Y+(0)

i

af
B

+A
µ?

(z1�)B
+B
⌫?

(z2�)

◆
|0i , (3.37)

S5;bfgh,��(x
0; z1�, z2�) =

1

Nc
h0|T̄

h
Y †
+(x

0)Y�(x
0)
i

ba

⇥T

✓h
Y †
�(0)Y+(0)

i

af

g2s
(in�@z1)(in�@z2)

q+�g(z1�)q̄+�h(z2�)

◆
|0i . (3.38)

We recall from the discussion of the list (2.25) that the soft functions S2 and S3 are
redundant and could be eliminated by relating them to S4. There exists in principle
another soft function,

eSA
6;bf,µ⌫(x;!) =

Z
dz� e�i! z� 1

Nc
h0|T̄

h
Y †
+(x)Y�(x)

i

ba

⇥T

✓h
Y †
�(0)Y+(0)

i

af

i@[µ?

in�@
B

+A
⌫?] (z�)

◆
|0i , (3.39)

with the soft structure given by the second term in (2.25). This soft function is required
to obtain the NLP one-soft-gluon emission amplitude, see Appendix B, but does not
contribute to the DY cross section at any order in perturbation theory. This is because

20

At NLP the power suppression is 
entirely coming from Lagrangian 

insertions in time ordered 
operator products

 channel [Beneke,AB,Jaskiewicz,Vernazza, JHEP 07 (2020) 078], qg channel [AB,Jaskiewicz,Vernazza, JHEP 12 (2023) 028] 
for Drell-Yan
qq̄

‣ LL resummation at NLP [Beneke,AB,Garny,Jaskiewicz,Szafron,Vernazza,Wang, JHEP 03 (2019) 043]. 

‣ NNLO computation of generalised soft functions at NLP! [AB,Jaskiewicz,Vernazza JHEP 10 (2011) 061] 

Difficult computation in -dimensions to avoid endpoint singularities. DE method and canonical basis. 

‣ Strong test of the validity of the factorisation formula at NNLO and beyond 

[Beneke,AB,Jaskiewicz,Vernazza, JHEP 07 (2020) 078]
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Soft gluon resummation at NNLL for , , tt̄H tt̄W± tt̄Z
Soft-gluon resummation as a way to estimate leading higher order corrections 
[AB,Ferroglia,Pecjak,Signer, Yang, JHEP 03 (2016) 124], [AB,Ferroglia,Pecjak,Ossola, JHEP 09 (2016) 089],

[AB,Ferroglia,Pecjak,Yang, JHEP 02 (2017) 126], [AB,Ferroglia,Pecjak,Ossola,Sameshima, JHEP 04 (2017) 105],
[AB,Ferroglia,Frederix, Pagani,Pecjak,Tsinikos, JHEP 08 (2019) 039]

 ATLAS comparisontt̄Z

tt̄Ztt̄H

NNLL [AB,Ferroglia,Frederix, Pagani,Pecjak,Tsinikos `19] 
matched to the NNLO approximation 

[arXiv:2210.07846]
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IR poles of scattering amplitudes

p

J S

pi pj

Figure 8.1. SCET graphs contributing to the collinear and soft functions J and S. Solid lines denote
collinear fields, dashed coily lines indicate soft fields, double lines indicate Wilson lines.

The validity of Eq. (8.25) can be proven by first expanding the exponential into a Taylor series

and then following the same steps as in the Appendix D, where we derive the differential

equation for the Wilson lines, which are also a path-ordered exponential.

We can extract the anomalous dimension Γ by computing an infrared finite quantity in

the effective theory. The simplest possibility is to consider off-shell Green’s functions, for

which the non-vanishing p2i ’s screen the infrared singularities present in the on-shell case.

The UV poles of the jet (for the quark and gluon case) and soft functions at order αs are

Jq(p
2, µ) = 1 +

αs

4π
CF

(
2

ε2
+

2

ε
ln

µ2

−p2
+

3

2ε

)
+O(ε0) ,

Jg(p
2, µ) = 1 +

αs

4π

[
CA

(
2

ε2
+

2

ε
ln

µ2

−p2

)
+
β0
2ε

]
+O(ε0) ,

S({p}, µ) = 1 +
αs

4π

n∑

(i,j)

Ti ·Tj

2

(
2

ε2
+

2

ε
ln

−sijµ2

(−p2i )(−p2j)

)

+O(ε0) . (8.26)

The functions above are obtained by calculating the Feynman diagrams shown in Fig. 8.1.

Note that the field redefinitions in Eq. (8.5) change the off-shell behavior of the fields (while,

of course, they leave physical quantities, such as on-shell matrix elements, unchanged). There-

fore, in order to compute the UV poles in Eq. (8.26), one should employ the original non-

decoupled SCET fields and Lagrangian. The calculation of the relevant integrals is very

similar to the calculation of the collinear- and soft-region integrals carried out in Section 2

for the scalar theory.

The one-loop divergences of the complete effective theory n-particle matrix element can

be obtained from Eqs. (8.26) and are given by

S({p}, µ)
n∏

i=1

Ji(p
2, µ) = 1−

αs

4π

⎡

⎢⎢
⎣

n∑

i,j=1
i ̸=j

Ti ·Tj

2

(
2

ε2
+

2

ε
ln

µ2

−sij

)
+
∑

i

γi0
2ε

+O(ε0)

⎤

⎥⎥
⎦ , (8.27)

where γq0 = −3CF and γg0 = −β0. Observe that the off-shell momenta p2i cancel from

Eq. (8.27). This must be the case: One must be able to absorb the poles arising from

– 97 –

p

J S

pi pj

Figure 8.1. SCET graphs contributing to the collinear and soft functions J and S. Solid lines denote
collinear fields, dashed coily lines indicate soft fields, double lines indicate Wilson lines.
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and then following the same steps as in the Appendix D, where we derive the differential

equation for the Wilson lines, which are also a path-ordered exponential.

We can extract the anomalous dimension Γ by computing an infrared finite quantity in

the effective theory. The simplest possibility is to consider off-shell Green’s functions, for

which the non-vanishing p2i ’s screen the infrared singularities present in the on-shell case.

The UV poles of the jet (for the quark and gluon case) and soft functions at order αs are

Jq(p
2, µ) = 1 +

αs

4π
CF

(
2

ε2
+

2

ε
ln

µ2

−p2
+

3

2ε

)
+O(ε0) ,

Jg(p
2, µ) = 1 +

αs

4π

[
CA

(
2

ε2
+

2

ε
ln

µ2

−p2

)
+
β0
2ε

]
+O(ε0) ,

S({p}, µ) = 1 +
αs

4π

n∑

(i,j)

Ti ·Tj

2

(
2

ε2
+

2

ε
ln

−sijµ2

(−p2i )(−p2j)

)

+O(ε0) . (8.26)

The functions above are obtained by calculating the Feynman diagrams shown in Fig. 8.1.

Note that the field redefinitions in Eq. (8.5) change the off-shell behavior of the fields (while,

of course, they leave physical quantities, such as on-shell matrix elements, unchanged). There-

fore, in order to compute the UV poles in Eq. (8.26), one should employ the original non-

decoupled SCET fields and Lagrangian. The calculation of the relevant integrals is very

similar to the calculation of the collinear- and soft-region integrals carried out in Section 2

for the scalar theory.

The one-loop divergences of the complete effective theory n-particle matrix element can

be obtained from Eqs. (8.26) and are given by

S({p}, µ)
n∏

i=1

Ji(p
2, µ) = 1−

αs

4π

⎡

⎢⎢
⎣

n∑

i,j=1
i ̸=j

Ti ·Tj

2

(
2

ε2
+

2

ε
ln

µ2

−sij

)
+
∑

i

γi0
2ε

+O(ε0)

⎤

⎥⎥
⎦ , (8.27)
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Eq. (8.27). This must be the case: One must be able to absorb the poles arising from
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Note that the field redefinitions in Eq. (8.5) change the off-shell behavior of the fields (while,

of course, they leave physical quantities, such as on-shell matrix elements, unchanged). There-

fore, in order to compute the UV poles in Eq. (8.26), one should employ the original non-

decoupled SCET fields and Lagrangian. The calculation of the relevant integrals is very

similar to the calculation of the collinear- and soft-region integrals carried out in Section 2

for the scalar theory.

The one-loop divergences of the complete effective theory n-particle matrix element can

be obtained from Eqs. (8.26) and are given by

S({p}, µ)
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i=1

Ji(p
2, µ) = 1−

αs

4π

⎡

⎢⎢
⎣

n∑

i,j=1
i ̸=j

Ti ·Tj

2

(
2

ε2
+

2

ε
ln

µ2

−sij
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+
∑

i

γi0
2ε

+O(ε0)
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⎥⎥
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where γq0 = −3CF and γg0 = −β0. Observe that the off-shell momenta p2i cancel from

Eq. (8.27). This must be the case: One must be able to absorb the poles arising from
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the soft and jet functions in the unrenormalized Wilson coefficients, and the latter do not

depend on the collinear momenta p2i . Consequently, the renormalization factor Z and the

associated anomalous dimension Γ cannot depend on infrared scales. The one-loop anomalous

dimension Γ0 can be directly extracted from the above result. It is given by minus twice the

coefficient of the 1/ε terms in the above equation.

8.3 A Conjecture for Γ

An all-order conjecture for the structure of Γ was proposed in [73]. The conjecture states

that Γ has the following form

Γ({p}, µ) =
∑

(i,j)

Ti ·Tj

2
γcusp(αs) ln

µ2

−sij
+

n∑

i=1

γi(αs) . (8.28)

The first sum on the r.h.s. of Eq. (8.28) runs over pairs (i, j), (i, j ∈ {1, 2, · · · , n} with n the

number of external legs) and excludes the case i = j. The factor 1/2 in the cusp term takes

care of the fact that we sum over both pairs (1, 2) and (2, 1), etc. This dipole form is what we

found in our one-loop calculation Eq. (8.27). The conjecture states that the same structure is

valid also at higher order, and that the higher-order corrections only change the coefficients

γcusp(αs) and γi(αs). For convenience, the explicit three-loop expressions of the anomalous

dimensions appearing in Eq. (8.28) are collected in Appendix I.

At one-loop level, it is trivial that only dipole terms can appear, since we obtain the

one-loop corrections to the soft function by connecting two Wilson lines with a single gluon,

as in Figure 8.1. At higher orders, we can connect several legs, and so one would expect that

higher-order terms should appear, which would simultaneously involve the color charges of

multiple legs. In a two-loop computation of the anomalous dimension of the soft function,

it was observed that higher-order correlations do not appear at this order [85, 86]. What

came as a surprise at the time is now understood as a consequence of the strong all-order

constraints on the anomalous dimension, which we will discuss in detail below.

The structure of the IR poles obtained by using Eq. (8.28) agrees with all perturbative

results for scattering amplitudes to date. In particular, it agrees with the IR poles found in

• the three-loop quark and gluon form factors [87], which determine γcusp(αs) as well as

the functions γi(αs) for quarks and gluons up to three-loop order in the expansion in

αs [73, 74],

• the two-loop three-jet V → qqg amplitude [88, 89],

• the two-loop four-jet amplitudes [90–94],

• the three-loop four-jet amplitudes in N = 4 supersymmetric Yang-Mills theory in the

planar limit [95].

While it is reassuring that the conjecture agrees with these results, it is also clear that they

do not provide a strong test, since the two-loop form of the anomalous dimension follows from
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‣ Prediction of IR divergences of n-loops amplitudes [S. Catani 9802439] from N-jet operator renormalization in 
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‣ Correspondence between IR divergences in on-shell amplitudes and UV divergences in the Wilson 
coefficients

transformation to the operators. The transformation produces a soft Wilson line for each

collinear direction, after which the operator has the form

Heff
n =

∫
dt1 · · · dtn⟨O(0)

n ({t})|S1(0) · · ·Sn(0)|C({t}, µ)⟩ , (8.15)

where the operator O(0)
n has the same form as On, but is formed from the decoupled fields.

With this Hamiltonian, we can now compute off-shell Green’s functions of collinear fields

in the effective theory. After the decoupling transformation the different sectors no longer

interact and when, as in our case, all external fields are collinear, the soft function corresponds

to the vacuum matrix element

S({n}, µ) = ⟨0|S1(0) · · ·Sn(0)|0⟩ . (8.16)

The collinear matrix elements yield a jet function for each direction, while the hard-scattering

corrections are encoded in the Wilson coefficient |C({t}, µ)⟩. So we have factorized the Green’s

function into hard, jet and soft contributions. Using diagrammatic methods, the same result

was obtained in [83, 84].

Before exploring the consequences of the factorization, we now show that on-shell am-

plitudes are directly related to the Wilson coefficients |C({t}, µ)⟩. In order to determine the

Wilson coefficients, we need to perform a matching computation, which amounts to a compu-

tation of the same quantity in the full and the effective theory. The simplest possibility is to

calculate n-particle on-shell amplitudes both in QCD and in SCET. We use the color-space

notation and denote the n-particle amplitudes by

|Mn(ε, {p})⟩,

where we have indicated explicitly the dependence on the regulator d = 4 − 2ε. Since the

amplitudes are on-shell (i.e. p2i = 0), all loop corrections in the effective theory vanish;

they consist of soft and collinear integrals, which become scaleless when p2i is set to zero,

see Section 3. The on-shell matrix elements in the effective theory are thus given by their

tree-level values. The latter are products of spinors and polarization vectors which are in

turn defined by the relations

⟨0| (χj)
α
a (tjn̄j)|pi; ai, si⟩ = δijδaiae

−itin̄i·piuα(pi, si) ,

⟨0| (Aj⊥)
a
µ (tjn̄j)|pi; ai, si⟩ = δijδaiae

−itin̄i·piϵµ(pi, si) . (8.17)

Because of the exponential factors, the integrals over ti produce the Fourier transform of the

Wilson coefficient. The matching requirement, which states that the amplitudes in the full

and effective theory must agree, thus yields the relation

|Mn(ε, {p})⟩ = |C̃n(ε, {p})⟩ × (”spinors and polarization vectors”) . (8.18)

The Fourier transformed bare Wilson coefficients C̃n
(
ε, {p}

)
depend on the large momentum

components n̄i · pi, or equivalently, on the large momenta transfered sij since

sij = 2σijpi · pj =
1

2
σijni · njn̄i · pin̄j · pj +O(λ) , (8.19)
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where the last equality follows from the fact that the collinear momenta can be written as

pµi = Ein
µ
i +O(λ) = n̄i · pi

nµ
i

2
+O(λ) . (8.20)

The on-shell amplitudes on the left side of the Eq. (8.18) suffer from infrared singularities,

which are regularized dimensionally. In contrast, the Wilson coefficients have ultra-violet

divergences, which are also regularized by keeping d ̸= 4. According to Eq. (8.18), these

singularities must be equal: the residual IR divergences in the on-shell amplitudes are identical

to the ultraviolet (UV) divergences in the Wilson coefficient. The equality comes about

since the (vanishing) on-shell loop integrals in the effective theory suffer from both types of

singularities. Schematically, the situation can be summarized by the following relation:

1

εIR︸︷︷︸
on-shell amplitude

=
1

εUV︸︷︷︸
Wilson coeff.

+

(
1

εIR
−

1

εUV

)

︸ ︷︷ ︸
soft and coll. loop integrals

. (8.21)

8.2 Renormalization

From the discussion above we conclude that, up to a factor depending on spinors and polar-

ization vectors, on-shell amplitudes in QCD coincide with bare Wilson coefficients of n-jets

operators in SCET. The UV singularities in the Wilson coefficients can be subtracted by

means of a multiplicative renormalization factor Z, which is a matrix in color space [73, 74].

The finite renormalized Wilson coefficient for the n-jet operator can be obtained through the

relation

|C̃n({p}, µ)⟩ = lim
ε→0

Z−1(ε, {p}, µ)|C̃n(ε, {p})⟩ , (8.22)

Because of the relation (8.18), the same Z also makes the scattering amplitudes finite. We

conclude that the IR singularities can be removed by a multiplicative factor and the structure

of these singularities is governed by a renormalization group equation! The factor Z can be

obtained starting from the RG equation satisfied by the Wilson coefficient. The RG equation

can be written as
d

d ln µ
|C̃n({p}, µ)⟩ = Γ({p}, µ)|C̃n({p}, µ)⟩ , (8.23)

where Γ is the anomalous dimension, which is a matrix in color space. The anomalous

dimension is related to the renormalization factor Z through

Γ({p}, µ) = −Z−1(ε, {p}, µ)
d

d ln µ
Z(ε, {p}, µ) . (8.24)

The equation above simply follows from the fact that |C̃n(ε, {p})⟩ in Eq. (8.22) does not

depend on the scale. The Eq. (8.24) can be formally inverted to obtain

Z(ε, {p}, µ) = P exp

∫ ∞

µ

dµ′

µ′
Γ({p}, µ′) . (8.25)
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tt̄

in the Eq. (8.32). A comprehensive list of all of the factors appearing in Eq. (8.33) can

be found in Appendix A in [74] and in Appendix I of the present work. The perturbative

expansion of Z in powers of αs up to terms of order α4
s is given by

lnZ =
αs

4π

(
Γ′0
4ε2

+
Γ0

2ε

)
+
(αs

4π

)2[
−
3β0Γ′0
16ε3

+
Γ′1 − 4β0Γ0

16ε2
+

Γ1

4ε

]

+
(αs

4π

)3
[
11β20 Γ

′
0

72ε4
−

5β0Γ′1 + 8β1Γ′0 − 12β20 Γ0

72ε3
+

Γ′2 − 6β0Γ1 − 6β1Γ0

36ε2
+

Γ2

6ε

]

+O(α4
s).

(8.34)

Note that the leading singular term in lnZ at the n-th order in αs in perturbation theory

diverges as 1/εn+1. The leading singularities in Z, on the other hand, are of order 1/εn

8.4 Constraints on Γ

Let us now discuss the considerations leading to the ansatz in Eq. (8.28). The anomalous

dimension must fulfill a set of all-order constraints. The most important one arises from soft-

collinear factorization. Since physical observables must be scale independent, SCET operators

matrix elements should evolve in the same way as the hard matching coefficients (which

correspond to the on-shell scattering amplitudes). Therefore, the anomalous dimensions of

the matching coefficients must be the sum of collinear and soft contributions Γc and Γs.

Schematically

Γ(sij) = Γs(Λij) +
∑

i

Γi
c(p

2
i )1. (8.35)

The arguments of the functions in Eq. (8.35) indicate that, while the l.h.s. can depend only

on the “hard” scalar products sij = 2σijpi · pj, the soft contribution will depend on Λ2
ij =

(−p2i )(−p2j )/(−sij) and the collinear contribution on the individual (slightly off- shell) squared

momenta p2i . Moreover, the collinear term on the r.h.s. of Eq. (8.35) must be diagonal in

color space, since collinear interactions cannot lead to correlations between different partons.

Consequently, i) the dependence on p2i should cancel in the sum of the soft and collinear

terms, and ii) Γ and Γs should have the same color structure. Further constraints arise from

non-abelian exponentiation, and from the factorization of amplitudes in the collinear and in

the Regge limits. We will now discuss each of these constraints in turn.

8.4.1 Non-Abelian Exponentiation

In QED, the identities satisfied by eikonal propagators, such as the one shown in Fig. 8.2, can

be used to prove that the soft function exponentiates.14 Therefore, in QED the soft function,

which is a matrix element of Wilson lines, can be written as

S ({n}, µ) = ⟨0|S1(0) · · ·Sn(0)|0⟩ = exp
[
S̃ ({n}, µ)

]
. (8.36)

14This simple exponentiation only holds at energies below the electron mass, i.e. after integrating out the

massive fermions.
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Figure 7.2. Comparison with Tevatron Run I data from CDF, with and without long-distance cor-
rections, taken from [50]. The lower panels show the deviation from the default theoretical prediction.

with ordinary PDFs. The result reads

d3σ

dM2 dq2T dy
=

4πα2

3NcM2s

∑

q

e2q
∑

i=q,g

∑

j=q̄,g

∫ 1

ξ1

dz1
z1

∫ 1

ξ2

dz2
z2

(7.30)

×
[
Cqq̄→ij(z1, z2, q

2
T ,M

2, µ) fi/N1
(ξ1/z1, µ) fj/N2

(ξ2/z2, µ) + (q, i↔ q̄, j)

]
.

This formula receives power corrections in the two small ratios q2T /M
2 and Λ2

QCD/q
2
T , which

we do not indicate explicitly. While the result looks different from the traditional CSS formula

[65], the two can nevertheless be shown to be equivalent. In [11] explicit relations between the

ingredients in both approaches were derived. From these results, the three-loop coefficient

A(3), the last missing ingredient for NNLL resummation in the CSS approach, was obtained.

7.3 Transverse Momentum Spectra and the qT → 0 Limit

A detailed phenomenological analysis and comparison to data based on the factorization

formula Eq. (7.30) was presented in [50]; here, we reproduce a plot from this reference in

Figure 7.2. With the factorized result and the known perturbative ingredients, it looks

straightforward to obtain resummed predictions, but there is an interesting complication

related to the Fourier integral at very small qT . It can be understood by considering

K =
1

2

∫ ∞

0
dxT xT J0(xT qT ) e

−ηL⊥−
a
4L

2
⊥ , (7.31)
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Furthermore, from the independence of the cross section in Eq. (7.5) from the scale µ it

follows that the ingredients in Eq. (7.16) must satisfy the following RG equations:

dFqq̄(x2T , µ)

d lnµ
= 2CF γcusp(αs) ,

d

d lnµ
Bq/N (z, x2T , µ) =

[
CF γcusp(αs) ln

x2Tµ
2

b20
− γV (αs)

]
Bq/N (z, x2T , µ) .

(7.24)

By inserting Eq. (7.16) in Eq. (7.5), one finds a factorization formula in which the hard

and collinear scales are completely separated, and all of the large logarithms can be resummed

by setting µ ∼ qT :

d3σ

dM2dq2Tdy
=

4παs

3NcM2s

∣∣CV
(
−M2, µ

)∣∣2 1

4π

∫
d2x⊥e

−iq⊥·x⊥

(
x2TM

2

b20

)−Fqq̄(x2
T ,µ)

×
∑

q

e2q
[
Bq/N1

(
z1, x

2
T , µ

)
Bq̄/N2

(
z2, x

2
T , µ

)
+ (q ↔ q̄)

]
+O

(
q2T
M2

)
. (7.25)

For a given transverse momentum qT , the integral over x⊥ receives numerically significant

contributions from transverse separations xT <∼1/qT . For transverse momenta in the pertur-

bative domain, i.e. for q2T ≫ Λ2
QCD, the functions B in Eq. (7.25) obey an operator-product

expansion of the same form as the one obeyed by the B functions (see Eq. (7.1)). One finds

Bi/N (ξ, x2T ) =
∑

j

∫ 1

ξ

dz

z
Ii←j(z, x

2
T ) fj/N1

(ξ/z) +O(Λ2
QCD x2T ) . (7.26)

The quantities Ii←j are related to the quantities Ii←j by a refactorization formula analogous

to Eq. (7.16):

[
Iq←i(z1, x

2
T , µ) Īq̄←j(z2, x

2
T , µ)

]
q2

=

(
x2T q

2

b20

)−Fqq̄(x2
T ,µ)

Iq←i(z1, x
2
T , µ) Iq̄←j(z2, x

2
T , µ) . (7.27)

By comparing Eq. (7.27) with Eq. (7.14), one finds the explicit expression for Iq←q at order

αs, which is [11]

Iq←q(z, L⊥,αs) = δ(1−z)

[
1 +

CFαs

4π

(
L2
⊥ −

π2

6

)]
−

CFαs

2π

[
L⊥

1 + z2

[1− z]+
− (1− z)

]
+O(α2

s) .

(7.28)

Neglecting power corrections of order Λ2
QCD/q

2
T , we can use the relation in Eq. (7.26) to

express the differential cross section in Eq. (7.25) as a convolution of perturbative, factorized

hard-scattering kernels

Cqq̄→ij(z1, z2, q
2
T ,M

2, µ) =
∣∣CV (−M2, µ)

∣∣2 1

4π

∫
d2x⊥ e−iq⊥·x⊥

(
x2TM

2

4e−2γE

)−Fqq̄(x2
T ,µ)

× Iq←i(z1, x
2
T , µ) Iq̄←j(z2, x

2
T , µ)

(7.29)
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Figure 7.1. One-loop diagrams contributing to the matching coefficients Iq←q (top row) and Iq←g

(bottom row). The vertical lines indicate cut propagators.

The coefficient functions Ii←j(z, x2T , µ) contain the perturbatively calculable physics associ-

ated with xT and are convoluted with the standard PDFs. In the context of SCET, generalized

PDFs defined in terms of hadron matrix elements in which collinear fields are separated by

distances that are not light-like are referred to as beam functions. For such functions an

analogous expansion was considered in [68].

7.1 Phase-Space Regularization

The coefficients Ii←j(z, x2T , µ) are obtained from a matching computation. The simplest pos-

sibility is to evaluate the collinear matrix elements with on-shell partonic states. The PDFs

for such states are trivial fi/k(ξ) = δ(1 − ξ)δik and the computation gives directly the coeffi-

cients Ii←k(z, x2T , µ). The relevant diagrams are shown in Figure 7.1. Since the coefficients

are independent of the states used in the matching, the same coefficients are relevant in the

hadronic case. However, when trying to compute the O(αs) corrections to the functions

Ii←j(z, x2T , µ) one encounters the same difficulty that was present for the massive Sudakov

form factor, namely that some of the relevant integrals are not regularized in dimensional

regularization. The unregulated singularities arise when integrating over the light-cone com-

ponents k+ and k− and only arise in the phase-space integrations [13]. For loop integrals,

the dimensional regularization parameter gets transmitted also to the integrals over the light-

cone components after integrating over the transverse directions. This is no longer the case

for the phase-space integrals which arise in transverse momentum resummation because the

kinematic constraints fix the (d − 2)-dimensional transverse momentum, which leaves the

integration over the remaining light-cone components unregularized. A convenient way to

regularize the ensuing singularities is to modify the phase-space integrals [13]
∫

ddk δ(k2)θ(k0)→
∫

ddk

(
ν

k+

)α

δ(k2)θ(k0) . (7.8)

The factor (ν/k+)α regularizes the light-cone denominators which arise in SCET after ex-

panding the QCD propagators. It suffices to regularize one light-cone component, since the

product is fixed by the on-shell constraint k+k− = k2T .

– 81 –

‣ From  independence of the result, anomalous hard scale dependence can be completely factorized and can be 
shown that anomaly log exponentiate 

‣ Other approach Rapidity Renormalization Group (RRG), uses different regulator [J.Y. Chiu, A. Jain, D. Neill and I. Z. 
Rothstein 1202.0814] 

‣ Rapidity anomalous dimension known up to 4-loops [C. Duhr, B. Mistlberger, G. Vita, 2205.02242]

ν



Alessandro Broggio    02/10/2024 19

Small  resummation in SCET for CS productionqT

3

group equations. The exact solution for the qT distribu-
tion is formally equivalent [67] to the canonical solution
in conjugate (bT ) space, which is the approach we follow
here; see Refs. [46, 67, 68] for details. At N3LL0 (N3LL)
we require the N3LO (NNLO) boundary conditions for
the hard [69–73] and beam and soft functions [49, 74–78],
the 3-loop noncusp anomalous dimensions [49, 74, 75, 79–
82], and the 4-loop � function [83–86] and gluon cusp
anomalous dimension [87–93]. At NNLL, all ingredients
enter at one order lower than at N3LL.

The 3-loop beam function boundary terms have been
computed only recently [77, 78]. They involve a plethora
of harmonic polylogarithms up to weight five with non-
trivial rational prefactors, which must be convolved
against the PDFs. This makes a naive implementation
too slow and numerically unstable. Instead, we obtain
fast numerical implementations for all kernels at close to
double precision using a dedicated algorithm that sepa-
rates an entire kernel into pieces with only single branch
cuts, which then admit suitable, fast-converging logarith-
mic expansions around z = 0 and z = 1.

The hard function H contains timelike logarithms
ln[(�m

2

H
� i0)/µ2)], which are resummed by using an

imaginary boundary scale µH = �imH . This signifi-
cantly improves the perturbative convergence compared
to the spacelike choice µH = mH [94–98]. It is advan-
tageous to apply this timelike resummation not just to
W

(0), which contains H naturally, but also to the full
W (qT , Y ), as demonstrated for the rapidity spectrum in
Ref. [73], or equivalently the nonsingular corrections, as
in similar contexts [81, 99]. To do so, we take [73]

W (qT , Y ) = H(m2

H
, µFO)


W (qT , Y )

H(m2

H
, µFO)

�

FO

, (11)

and analogously for d�nons
/dqT . The ratio in square

brackets is expanded to fixed order in ↵s(µFO), while
H(m2

H
, µFO) in front is evolved from µH to µFO at the

same order as in Eq. (10). This yields substantial im-
provements up to qT ⇠ 200GeV, which is not unex-
pected, as W

(2) will contain H in parts of its factor-
ization. (Beyond qT

>
⇠ 200GeV, a dynamic hard scale

⇠ qT becomes more appropriate and the heavy-top limit
breaks down, indicating that the hard interaction has be-
come completely unrelated to the H+0-parton process.)

The fixed-order coe�cients of d�nons
/dqT for qT > 0

are obtained as

d�nons

FO

dqT
=

d�FO1

dqT
�

d�sing

FO

dqT
. (12)

At NnLO (⌘ NnLO0), or O(↵n

s
) relative to the LO Born

cross section, we need the full spectrum at Nn�1LO1. At
LO1 and NLO1, we integrate our own analytic imple-
mentation of W (qT , Y ) against A(qT , Y ;⇥), allowing us
to reach 10�4 relative precision down to qT = 0.1GeV
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FIG. 1. The gg ! H qT spectrum up to N3LL0+N3LO com-
pared to preliminary ATLAS measurements [26].

at little computational cost. At NLO1, we implement re-
sults from Ref. [100] after performing the necessary renor-
malization. The implementation is checked against the
numerical code from Ref. [29]. At NNLO1, we use exist-
ing results [41, 42] from NNLOjet [30, 34] (see below).
The final resummed qT spectrum is then given by

d�

dqT
=

d�sing

dqT
+

d�nons

dqT
. (13)

While for qT ⌧ mH , the singular and nonsingular con-
tributions can be considered separately, this separation
becomes meaningless for qT ⇠ mH . To obtain a valid pre-
diction there, the qT resummation is switched o↵, only
keeping the timelike resummation, by choosing common
boundary scales µS,B = ⌫S,B = iµH = µFO, such that
singular and nonsingular exactly recombine at fixed or-
der into the full result. We use qT -dependent profile
scales [46, 99, 101] to enforce the correct qT resummation
for qT ⌧ mH and smoothly turn it o↵ toward qT ⇠ mH .
We identify several sources of perturbative uncertain-

ties, namely fixed-order (�FO), qT resummation (�qT ),
timelike resummation (�'), and matching uncertainties
(�match), which are estimated via appropriate scale vari-
ations as detailed in Refs. [46, 73]. They are consid-
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FIG. 3. Total fiducial gg ! H ! �� cross section at
fixed N3LO (this work) and including resummation (also this
work), where �resum ⌘ �qT � �' � �match, compared to
preliminary ATLAS measurements [26].

include them in the subtractions (and to resum them).
The remaining nonsingular corrections at ↵

3
s
are about

10 times larger than at ↵
2
s
, and at q

cut

T
= 1–5GeV still

contribute 5%–10% of the total ↵3
s
coe�cient. Together

with the current precision of the nonsingular data, this
makes the above di↵erential subtraction procedure essen-
tial to our results.

Evaluating Eq. (15) either at fixed order or including
resummation, we obtain our final results for the total
fiducial cross section presented in Fig. 3. The poor con-
vergence at fixed order is largely due to the fiducial power
corrections. To see this,

�
FO

incl
= 13.80 [1 + 1.291 + 0.783 + 0.299] pb ,

�
FO

fid
/B�� = 6.928 [1 + (1.300 + 0.129fpc)

+ (0.784� 0.061fpc)

+ (0.331 + 0.150fpc)] pb . (17)

The successive terms are the contributions from each or-
der in ↵s. The numbers with “fpc” subscript are the
contributions of the fiducial power corrections in Eq. (7)
integrated over qT  130GeV. The corrections with-
out them are almost identical to the inclusive case. The
fiducial power corrections break this would-be universal
acceptance e↵ect, causing a 10% correction at NLO and
NNLO and a 50% correction at N3LO and showing no
perturbative convergence.

Integrating W
(0) over qT , all qT logarithms and re-

summation e↵ects formally have to cancel. (Numerically,
this strongly depends on the specific implementation of
resummation and matching. We have verified explicitly
that it is well satisfied in our approach.) For the fiducial
power corrections, the nontrivial qT dependence of the
acceptance spoils this cancellation and induces residual
logarithmic dependence on pL/mH in the integral. This
causes the large corrections in Eq. (17), which get re-
summed using the resummed �

sing in Eq. (15). Together

with timelike resummation, this leads to the excellent
convergence of the resummed results in Fig. 3, very sim-
ilar to the inclusive case [73],

�incl = 24.16 [1 + 0.756 + 0.207 + 0.024] pb ,

�fid/B�� = 12.89 [1 + 0.749 + 0.171 + 0.053] pb . (18)

To conclude, our best result for the fiducial Higgs cross
section at N3LL0+N3LO for the cuts in Eq. (1) reads

�fid/B�� = (25.41± 0.59FO ± 0.21qT ± 0.17'

± 0.06match ± 0.20nons) pb

= (25.41± 0.68pert) pb . (19)

Multiplying by B�� = (2.270± 0.047)⇥ 10�3 [107–109],

�fid = 57.69 (1± 2.7%pert ± 2.1%B (20)

± 3.2%PDF+↵s ± 2%EW ± 2%t,b,c) fb ,

where we also included approximations of additional un-
certainties. The PDF+↵s uncertainty is taken from the
inclusive case [24, 109]. For the inclusive cross section,
NLO electroweak e↵ects give a +5% correction [110],
while the net e↵ect of finite top-mass, bottom, and charm
contributions is�5% (in the pole scheme we use). We can
expect roughly similar acceptance corrections for both,
and therefore keep the central result unchanged but in-
clude a conservative 2% uncertainty (40% of the expected
correction) for each e↵ect. Their proper treatment re-
quires incorporating them into the resummation frame-
work, which we leave for future work.
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Note added. While finalizing this work, we became

aware of complementary work computing fiducial ra-
pidity spectra in Higgs production at N3LO using the
Projection-to-Born approach [111]. The perturbative in-
stabilities observed there are avoided here by resumming
the responsible fiducial power corrections.
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N LO and N LL’ resummation obtained in [G. Billis, B. Dehnadi,M.Ebert,J.Michel,F.Tackmann 2102.08039] thanks to  
N LO calculation of transverse momentum dependent PDFs [M. Ebert, B. Mistlberger, G. Vita 2006.05329]
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Figure 11: Comparison to normalized W transverse-momentum data from CMS at 8TeV with
predictions at N3LL+NNLO including uncertainties associated with scale variation.

Table 3: Fiducial cuts for H ! �� at
p
s = 13TeV.

Photon cuts q�
T
> 40GeV, 30GeV, |⌘� | < 2.5

Smooth-cone photon isolation E�,max

T
= 10GeV, R = 0.3, n = 1

3.4. Fiducial H ! �� benchmark

The Higgs transverse-momentum distribution has been measured by CMS and ATLAS at
8TeV and 13TeV in various production and decay channels. But even after a combination
the overall uncertainties are at the order of 40% or worse [108].

For a precise study and prediction, one should at the least take into account top-quark-mass
effects and consider the resummation of ⇡2 terms [109, 110]. Further contributions like
bottom-quark-mass effects have also been studied at low qT [111] and become relevant at the
percent level for the resummation. Within the MCFM framework top-quark-mass effects have
been included throughout NLO accuracy for qT � mt and qT ⌧ mt [112–114] and NNLO
corrections have been presented in the EFT for large qT [115, 116]. Including these mass
effects goes beyond the scope of our paper and we only show results in the heavy-top-quark
limit. For now we present results without comparison to data, but include a set of cuts as
used in experiments, see table 3.

26

CuTe-MCFM, N LL+NNLO fiducial cross 
sections [T. Becher, T. Neumann 2009.11437]

3
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Sudakov resummation for WIMP Dark Matter annihilation
Introduction 1-25

Figure 1.9: Depiction of the three kind of WIMP detection techniques.

pected scattering to ionisation, scintillation, light or phonons.
From the analysis of the movement of clusters of red giants (called red clumps) in
our galactic neighbourhood it is possible to infer the local dark matter density,
whose value is found to be ⇢0 = 0.542 ± 0.042 GeV cm�3 [140]. If we addi-
tionally assume that we (and our carefully designed laboratories) are moving
through the dark matter halo with a mean velocity of 220 km s�1 (the velocity
of our solar system with respect to the galactic center) and that dark matter is
composed of WIMPs, this would imply that (for a particle of mass M� ⇠ 100
GeV) a Øux of 105 dark matter particles crosses Earth every square centimetre
per second. Despite this large Øux, we expect a small rate due to the weak
interactions. The di�erential event rate is deÆned as [85]

dR

dEr

=
⇢0

MNM�

Z
vesc

vmin

vf(v)
d�

dEr

dv, (1.30)

where d�/dEr is the di�erential cross-section for the WIMP-nucleus elastic scat-
tering and f(v) is the WIMP speed distribution, the lower limit of the integration
is the minimum speed that can cause a recoil

vmin =

s
MNEr

2µ2
N

, (1.31)

where µN = MNM�/(MN+M�) and the upper limit is the escape velocity: the
maximum speed a WIMP can have in the MW before it breaks its gravitational
bound, vesc = 544 km/s [141]. The di�erential cross section in eq. (1.30) can be
separated into a spin-dependent (SD) and a spin-independent (SI) contribution

d�

dEr

=
MN

2µ2
N
v2

(F 2
SD(Er)�

SD
0 + F

2
SI(Er)�

SD
0 ) (1.32)

Indirect searches detect the final 
products of dark matter 

annihilation in our galactic 
neighbourhood, using different kind 

of telescopes (CTA experiment)

[Beneke, AB, Hasner, Vollmann, Phys.Lett.B 786 (2018)] and [Beneke, AB, Hasner, Urban, Vollmann, JHEP 08 (2019) 103] 

O((m�↵2/mW )n) O((↵2 ln
2(m�/mW ))n)

corresponds to ladder diagrams 
with W, Z and photon exchange

Sommerfeld effect Sudakov logarithms

‣ Framework for joint resummation of EW Sommerfeld and Sudakov effects up to NLL`. Renormalization Group Equations 
are much more involved than in QCD do to the presence of gauge boson masses and multiple couplings 

‣ Details of resummation of EW Sudakov logs differ according to the scaling of  w.r.t. Eγ
res mW

Narrow:            

Intermediate:     

Wide:               

Eγ
res ∼ m2

W /mχ

Eγ
res ∼ mW

Eγ
res ≫ mW Baumgart et al. [arxiv:1808.08956]

Beneke,AB,Hasner,Vollmann. [arxiv:1805.07367]

Beneke,AB,Hasner,Urban,Vollmann. [arxiv:1903.08702]
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Intermediate resolution
We assume that the energy resolution is parametrically of order  which implies  

and the scale hierarchy

Eγ
res ∼ mW mX = 4mχEγ

res

SCET-II situation,
rapidity regulator

needed}

Eγ
res ∼ mW ≪ mX ≪ mχ

large mixing can occur. For definiteness, we assume (as in [7]) that �a, a = 1, . . . , 2j +1,
is a 2j + 1 dimensional isospin-j SU(2) multiplet of Majorana fermions with integer j

(thus hypercharge vanishes). The essence of the derivation of the factorization formula
below does not rely on these assumptions.

2.1 E↵ective Lagrangians and annihilation operators

After integrating out virtualities of order m
2

�
, the short-distance part of the annihilation

process is represented by an operator that destroys the two DM particles at a single point,
and a set of collinear and anti-collinear fields along opposite light-like directions starting
from this point, which describe the energetic particles in X and those that convert to
the observed photon. We refer to the direction n

µ

� of the jet X as “collinear”. The
direction of the photon momentum defines the “anti-collinear” direction, p

µ

�
= E�n

µ

+.
The reference vectors satisfy n

2

� = n
2

+
= 0, n+ · n� = 2. A general momentum is written

in components as k
µ = (n+k, n�k, k?), such that for collinear momenta n+ · k � n� · k,

vice-versa for anti-collinear momenta.
The low-energy dynamics of the intermediate resolution case is described by non-

relativistic e↵ective field theory [12] and soft-collinear e↵ective field theory (SCET) [13–
15]. The kinematics of the annihilation process considered here is a mixture of an
inclusive process in the collinear direction, also called a SCETI problem, and an exclusive
final state of the SCETII type in the other direction with the added complication of
electroweak symmetry breaking and gauge boson masses. The e↵ective Lagrangian must
describe the interactions of the relevant modes with momentum scaling

hard-collinear (hc) : k
µ

⇠ m�(1, �,

p

�)

collinear (c) : k
µ

⇠ m�(1, �
2
, �)

anti-collinear (c̄) : k
µ

⇠ m�(�
2
, 1, �)

soft (s) : k
µ

⇠ m�(�, �, �)

potential (p) : k
0

⇠ m
2

W
/m�, k ⇠ mW

ultrasoft (s) : k
µ

⇠ m�(�
2
, �

2
, �

2) (2.1)

Hard modes with momentum k
µ

⇠ m�(1, 1, 1) are integrated out into matching coe�-
cients and are no longer part of the e↵ective Lagrangian by construction. The power
counting parameter is the small ratio � = mW/m�. Compared to the narrow resolution
case [7], an additional hard-collinear mode is needed to describe the unobserved final
state X with hard-collinear virtuality of order m

2

�
� = m�mW . On the other hand, the

e↵ective theory for the wide resolution case [6, 8] requires a yet more numerous set of
modes to account for the independent scales E

�

res
and mW . This set collapses to the one

above when E
�

res
is set parametrically to mW .

The leading hard annihilation processes are those into two energetic final-state parti-
cles. Adding another collinear or anti-collinear field to the primary annihilation vertex,

4

which together with the astrophysical line-of-sight factor determines the flux of photons
from dark matter annihilation into the energy bin that contains the photon line signal.
The constant c 2 [0, 1] accounts for the fact that m� may not coincide with the upper
energy value of the bin. The photon endpoint spectrum depends on four important scales:
m� (hard), the small invariant mass mX =

p
4m�E

�

res (collinear) of the unobserved,
energetic final state, enforced by the kinematics of the endpoint, the electroweak scale
mW (soft) and the energy resolution scale E

�

res
(ultrasoft).

We shall now assume that the energy resolution is parametrically of order E
�

res
⇠

m
2

W
/m�, which implies mX ⇠ mW and the scale hierarchy E

�

res
⌧ mW , mX ⌧ m�. The

factorization of the multi-scale Feynman diagrams into single-scale contributions, which
is a prerequisite to all-order resummation, then requires the introduction of momentum
modes with the following parametric scaling:

hard (h) : k
µ

⇠ m�(1, 1, 1)

collinear (c) : k
µ

⇠ m�(1, �
2
, �)

anti-collinear (c̄) : k
µ

⇠ m�(�
2
, 1, �)

soft (s) : k
µ

⇠ m�(�, �, �) (4)

potential (p) : k
0

⇠ m
2

W
/m�, k ⇠ mW

ultrasoft (s) : k
µ

⇠ m�(�
2
, �

2
, �

2)

Here � =
p

E
�

res/m� and k
µ

⇠ (n+ · k, n� · k, k?) where n
µ

+, n
µ

� are two light-like vectors
with p

µ

�
= E�n

µ

+ and n+ · n� = 2. We remark that the collinear, anti-collinear, soft and
potential modes all have the same virtuality O(m2

W
). The interactions of these modes are

described by standard potential non-relativistic and soft-collinear e↵ective Lagrangians
(similar to [12], generalized from QCD to the electroweak interaction).

One might also consider the wider resolution E
�

res
⇠ mW , which implies E

�

res
, mW ⌧

mX ⌧ m� and a di↵erent mode structure. Conceptually, the main di↵erence is caused
by the fact that the previous, narrower resolution does not allow the radiation of soft
particles with electroweak-scale masses into the unobserved final state. Although the
resolution of the up-coming �-ray telescopes is probably closer to the wide resolution
case, in this work we concentrate on the narrow resolution E

�

res
⇠ m

2

W
/m� to stay close

to the line-like signal. The wide resolution case, which is in fact simpler from the EFT
point of view, will be discussed in subsequent work, which will also provide the explicit
forms of the e↵ective Lagrangians.

2.2 Factorization

The primary annihilation process is described at leading order in an expansion in �,
which is also an expansion in mW/m�, by operators Oi for the S-wave annihilation of
the dark matter particles into two EW gauge bosons. Once the hard modes are integrated
out into the coe�cient functions Ci of these operators, the collinear, anti-collinear and

3

where λ = mw /mχ

‣ The scale uncertainty reduces from 17% (LL) to 8% (NLL) to 1% 
(NLL’) for                   

‣ At                                 the ratio of the resummed at NLL’ to the 
Sommerfeld-only rate is 0.667+0.007

−0.006 (0.435+0.005
−0.004)

mχ = 2 TeV

mχ = 2 TeV (10 TeV)
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Figure 3: Integrated photon energy spectrum within E
�

res
from the endpoint m� in the

tree (Sommerfeld only) and LL, NLL, NLL’ resummed approximation. The energy res-
olution is set to E

�

res
= mW . The shaded/hatched bands show the scale variation of the

respective approximation as described in the text. For the NLL’ result the theoretical
uncertainty is given by the thickness of the red line.

dotted), also called “tree”, since �IJ is evaluated in the tree approximation without any
resummation, and multiplied with the Sommerfeld factor SIJ according to (2.38); the
LL (magenta-dotted-dashed), the NLL (blue-dashed) and finally the NLL’ (red-solid)
resummed expression for �IJ , the latter of which represents the calculation with the
highest accuracy. The photon energy resolution is set to E

�

res
= mW in this figure.
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MC event generators and N-jettiness subtraction

‣ Factorization and Resummation properties of suitable jet resolution variables such as       
N-jettiness are used to construct event generators and to implement IR slicing/subtraction 
methods for NNLO calculations 

‣ Resummation of 0-jettiness has been used to match NNLO calculations to parton showers 
for colour singlet production processes in MC event generators such as GENEVA and 
MINNLOPS 

‣ Theory predictions for  production are needed at higher precision to match the 
experimental accuracy of the Z boson transverse momentum spectrum 

‣ One-jettiness [Stewart, Tackmann,Waalewijn `09,`10] is a suitable event shape for colour singlet 
+ jet production, was used to carry out NNLO calculations using N-jettiness subtraction 
method [Gaunt, Stahlhofen, Tackmann, Walsh 15], [Boughezal, Focke, Liu, Petriello 1504.02131], 
[Boughezal, Campbell, Ellis, Focke, Giele, Liu, Petriello 1512.01291],                                                       
[Boughezal, Focke, Giele, Liu, Petriello 1505.03893], [Campbell, Ellis, Seth 19] 

‣ Extend the GENEVA MC method to include processes with final state jets,                            
first milestone is to evaluate N LL +NNLO for Z+jet

γ*/Z + jet

3
𝒯1



Alessandro Broggio    02/10/2024
23

N-Jettiness
‣ N-jettiness resolution variables: given an M-particle phase space point with  

‣ The limit                describes a N-jet event where the unresolved emissions                                                        can be either 
sof or collinear to the final state jets or initial state beams 

‣ Color singlet final state, relevant variable is 0-jettiness aka “beam thrust” 

‣ When an extra jet is present the relevant jet resolution variable is 1-jettiness 

‣ We use a geometric measure    (  dimensionless parameter), removes the dependence on the energies 
 and it only depends on the directions  (introduce frame dependence). We choose  to work on Color Singlet (CS) 

frame ( ). 

‣ Factorization formula valid in the region                                                [Stewart,Tackmann,Waalewijn `09,`10]

M ≥ N

Qi = 2 ρi Ei ρi
Ei ̂qi ρi

YV = 0

way of overcoming the problem is to adjust the free parameters of the smooth cone isolation

algorithm to reproduce the e↵ects of the fixed cone procedure so that a comparison is at

least feasible. A second viable possibility, which has been recently investigated in [10, 44],

is the introduction of a hybrid cone isolation procedure which is very similar in spirit to

the smooth cone isolation. In this case the theoretical calculation is initially carried out

using the smooth cone isolation with a small radius parameter Riso such that only a tiny

slice of phase space around the photon direction is removed. As second step, the fixed cone

isolation procedure with a larger radius R � Riso is applied to the events which passed

the smooth cone criterion. In other words one initially applies very loose smooth cone

isolation cuts which are then tightened by the fixed cone procedure. In this paper we use

both the smooth cone and the hybrid isolation procedures. The first method is used for the

comparison to the results obtained with the MATRIX code [26] in subsection 4.3, while the

second isolation requirement is instead used for the comparison to the LHC data in section

5. The precise values of the isolation parameters, the selection cuts and the set of parton

distribution functions (PDF) which are employed in our calculations will be specified in

the sections below.

3 Resummation in Soft-Collinear E↵ective Theory

The N -jettiness [25] resolution variable is used within the Geneva framework to discrimi-

nate between resolved emissions with di↵erent jet multiplicities. Given anM -particle phase

space point �M with M � N , it is defined as
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, (3.1)

where the sum over k runs over all QCD partons and where q̂i = ni = (1,~ni) are light-like

reference vectors parallel to the beam and jet directions. The limit TN ! 0 describes a

N -jet event, where the unresolved emissions can either be soft or collinear to the final state

jets or to the beams. This observation translates into a factorization formula [23] for the

TN spectrum in this limit. In the case of color singlet final state processes (such as Drell-

Yan, HV , diphoton production,. . . ) the relevant resolution variable which is resummed to

NNLL0 accuracy is the 0-jettiness (beam thrust). Starting from the general definition in

(3.1), the expression for 0-jettiness is considerably simplified [25]
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X

k

|~pkT | e
�|⌘k�Y | , (3.2)

where |~pkT | and ⌘k are the transverse momentum and the rapidity of the emission pk. The

0-jettiness cross section for small T0 obeys a factorization formula which has been derived

in [23, 24] originally for Drell-Yan, but it holds for any final state color singlet production

process
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N-jettiness as jet-resolution variable

I N-jettiness is a good resolution parameter. Global physical observable
with straightforward definitions for hadronic colliders, in terms of beams qa,b

and jet-directions qj

TN =
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q1 · pk, . . . , qN · pk
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I N-jettiness has good factorization properties, IR safe and resummable at
all orders. Resummation known at NNLL for any N in SCET [Stewart et al. 1004.2489,

1102.4344]I TN ! 0 for N pencil-like jets, TN � 0 spherical limit.
I TN < T cut

N limits the activity outside the jets
Simone Alioli | GENEVA | DESY 3/6/2021 | page 6
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We present the resummation of one-jettiness for the colour-singlet plus jet production process
pp ! (�⇤/Z ! `+`�) + jet at hadron colliders up to the fourth logarithmic order (N3LL). This is
the first resummation at this order for processes involving three coloured partons at the Born level.
We match our resummation formula to the corresponding fixed-order predictions, extending the
validity of our results to regions of the phase space where further hard emissions are present. This
result paves the way for the construction of next-to-next-to-leading order simulations for colour-
singlet plus jet production matched to parton showers in the Geneva framework.

I. INTRODUCTION

The study of the production of a colour singlet system
at large recoil is of crucial importance for the physics
programme at the Large Hadron Collider. In particu-
lar, theoretical predictions for �

⇤
/Z+jet production are

needed at higher precision to match the accuracy reached
by experimental measurements of the Z boson transverse
momentum (qT ) spectrum. Combining next-to-next-to-
leading order (NNLO) predictions for �

⇤
/Z+jet [1–6]

with qT resummation [7–14] provides an accurate descrip-
tion of this distribution over the whole kinematic range
and can be used to extract ↵s [15] and as a background
for new physics searches.

The one-jettiness variable is a suitable event shape for
colour singlet (L) + jet production which does not su↵er
from superleading or nonglobal logarithms. It is a specific
case of N -jettiness [16], and has been used to perform
slicing calculations at NNLO [17–21]. Resummation of
the jettiness has been performed for various N [22–25],
and this was exploited to match NNLO calculations to
parton shower algorithms for colour singlet production in
Geneva [22, 23, 26–30]. In this work, we resum the one-
jettiness up to N3LL accuracy, providing state-of-the-art
predictions for this variable, which was only previously
known up to NNLL [24]. In order to obtain this accu-
rate result, we rely on higher-order perturbative ingre-
dients which have only become available in the last few
years. In particular, the structure of the hard anomalous
dimensions that is relevant for N3LL resummation was
derived in ref. [31] together with the direct evaluation of
the four-loop cusp anomalous dimension in ref. [32, 33].
N3LL resummation also requires the knowledge of two-
loop soft boundary terms which were first evaluated in
ref. [34, 35] and recomputed for this paper with a refined
treatment of the small and large angle regions [36].

We define the one-jettiness resolution variable as [16]

T1 =
X

k

min

⇢
2qa · pk
Qa

,
2qb · pk
Qb

,
2qJ · pk

QJ

�
, (1)

with qa,b = xa,bEcm na,b/2 = Ea,b na,b and qJ = EJ nJ ,
where EJ is the jet energy. The beam directions are
na,b = (1, 0, 0,±1) while the massless jet direction is
nJ = (1,~nJ). In eq. (1) the sum runs over the
four-momenta pk of all partons which are part of the
hadronic final state. We use a geometric measure where
Qi = 2⇢iEi with i = a, b, J is proportional to the en-
ergy of the beam or jet momenta. This particular choice
is preferable because it is independent of the total jet
energy, but makes the one-jettiness definition frame de-
pendent. Results in frames that di↵er by a longitudinal
boost can be obtained by making di↵erent choices for
⇢i. In this work we show results for T1 in the laboratory
frame (LAB) and in the frame where the colour singlet
system has zero rapidity (CS). The LAB frame definition
is obtained by setting ⇢i = 1 and evaluating the jet en-
ergy and the directions of the partonic momenta in the
laboratory. In order to obtain the CS frame definition we
instead set

⇢a = e
ŶL , ⇢b = e

�ŶL , ⇢J = (e�ŶL q̂
+

J
+ e

ŶL q̂
�

J
)/(2ÊJ),

where ŶL is the rapidity of L in the laboratory. The
quantities q̂±

J
= q̂

0

J
⌥ q̂

3

J
and ÊJ are the lightcone compo-

nents and energy of the reconstructed massless jet four-
momentum q̂J in the laboratory frame respectively. In
this way the longitudinal boost between the two frames
is absorbed by a redefinition of the ⇢i.

The manuscript is organised as follows. In sec. II we
introduce the factorisation formula, detailing its ingredi-
ents and their renormalisation group (RG) evolution. We
present a final resummed formula valid up to N3LL ac-
curacy and we match it with the appropriate fixed-order
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calculation in order to extend the description of the one-
jettines spectrum also in regions where more than one
hard jet is present. In sec. III we discuss the details
of the implementation and present our results for the
one-jettiness distribution. We also study the nonsingular
contribution in di↵erent frames and provide predictions
matched to the appropriate fixed-order (FO) distribu-
tions. We finally draw our conclusions in sec. IV. Further
details about the derivation of the resummed results are
described in the appendices.

II. FACTORISATION AND RESUMMATION

A general factorisation formula for the N -jettiness dis-
tribution was derived in ref. [37, 38]. For the case of
one-jettiness in hadronic collisions it reads

d�

d�1dT1
=
X



H(�1, µ)

Z
dta dtb dsJ (2)

⇥ Ba
(ta, xa, µ) Bb

(tb, xb, µ) JJ
(sJ , µ)

⇥ S

✓
na · nJ , T1 �

ta

Qa

�
tb

Qb

�
sJ

QJ

, µ

◆
,

where xa,b = (QLJ/Ecm) exp{±YLJ} and QLJ is the in-
variant mass of the colour-singlet plus jet system (LJ).
The index set  ⌘ {a,b,J} runs over all allowed
partonic channels and a, b, J denote the individ-
ual parton types. �1 is the phase space for the LJ

system and na · nJ = (1 � cos ✓aJ) measures the an-
gle between the jet and the rightward beam direction
in the laboratory frame. In general, for L+jet pro-
duction all permitted partonic channels contribute, i.e.
a b J 2 {qq̄g, qgq, ggg, . . .}, where we have indicated
all the crossing and charge-conjugated processes within
the dots. For the pp ! (�⇤

/Z ! `
+
`
�) + jet + X

case we consider in this work, the qq̄g and qgq channels
(plus their crossing and charge-conjugated ones) appear
at Born level. The ggg channel instead begins to con-
tribute only at O(↵3

s
).

In eq. (2) the hard functions H are defined as the
square of the Wilson coe�cients of the e↵ective the-
ory operators defined in Soft-Collinear E↵ective Theory
(SCET). They can be obtained from the UV- and IR-
finite relevant amplitudes in full QCD. The beam Ba/b

and the jet JJ
functions describe collinear emissions

along the beam and jet directions respectively. The func-

tions S describe isotropic soft emissions from soft Wil-
son lines and depend on the angle between the beam and
jet directions.
When the hard, soft, beam and jet functions are eval-

uated at a common scale µ, large logarithms of the ratios
of disparate scales may arise, which spoil the convergence
of fixed-order perturbation theory. The resummation of
such logarithms is achieved through RG evolution in the
SCET framework. All the functions appearing in the
factorisation formula are evolved from their characteris-
tic energy scales (µX , X = H,S,B, J) to the common
scale µ by separately solving their associated RG evolu-
tion equations. The accuracy of the resummed predic-
tions is systematically improvable by including higher-
order terms in the fixed-order expansions of the hard,
soft, beam and jet functions as well as in their corre-
sponding anomalous dimensions. To achieve N3LL ac-
curacy one needs the boundary conditions of the hard,
soft, beam and jet functions up to two loops. The coef-
ficients of the scale-dependent and kinematic-dependent
logarithmic terms in the anomalous dimension and the
QCD beta function need to be evaluated up to four loops.
Finally, nonlogarithmic noncusp terms in the anomalous
dimension need to be evaluated up to three loops.
In the rest of this section we will present the functions

appearing in the factorisation formula (2) and their evo-
lution separately and derive the final resummed formula
in sec. IID.

A. Hard functions for pp ! (�⇤/Z ! `+`�) + jet

The hard function for the channel  satisfies the fol-
lowing RG equation (RGE)

d

d logµ
H(�1, µ) = �

H
(µ)H(�1, µ) , (3)

with �

H
(µ) = 2Re {�

C
(µ)}. Here we have already ex-

ploited the fact that for the colour-singlet plus jet pro-
duction process, the colour structure is trivial, i.e. the
anomalous dimensions of the Wilson coe�cient �

C
(µ) (or

equivalently the anomalous dimension of the hard func-
tion �

H
(µ)) is diagonal in colour space, as we show below.

For ease of notation we use in this section the abbrevia-
tions a = a, b = b and c = J . Writing the anomalous
dimension �

C
(µ) in full generality as a matrix in colour

space and using its explicit expression up to N3LL given
in ref. [31], we find

�

C
(µ) = �

C
(µ) 1 =

⇢
�cusp(↵s)

2

�
Cc � Ca � Cb

�
ln

µ
2

(�sab � i0)
+ cyclic permutations

�

+ �
a

C
(↵s) + �

b

C
(↵s) + �

c

C
(↵s) +

C
2

A

8
f(↵s)

�
Ca + Cb + Cc

��
1

+
X

(i,j)


� f(↵s)Tiijj +

X

R=F,A

g
R(↵s)

�
3DR

iijj
+ 4DR

iiij

�
ln

µ
2

(�sij � i0)

�
+O(↵5

s
) , (4)



Alessandro Broggio    02/10/2024 24

Monte Carlo implementation
‣ GENEVA [Alioli,Bauer,Berggren,Tackmann, Walsh `15], [Alioli,Bauer,Tackmann,Guns `16], [Alioli,Broggio,Lim, 

Kallweit,Rottoli `19],[Alioli,Broggio,Gavardi,Lim,Nagar,Napoletano,Kallweit,Rottoli `20-`21] combines 3 
theoretical tools that are important for QCD predictions into a single framework 

‣ fully differential fixed-order calculations, up to NNLO via 0-jettiness or  subtraction 

‣ up to N LL resummation for 0-jettiness in SCET or N LL for  via RadISH for colour singlet 
processes 

‣ shower and hadronize events (PYTHIA8) 

‣ IR-finite definition of events based on resolution parameters            and 

qT

3 3 qT

IR-safe definitions of events beyond leading-order

Fisrt step of any NNLO+PS: an IR safe definition of events with up to two extra
emissions. Using 0-jet and 1-jet resolution parameters for color singlets

I Emissions below T
cut

N
are unresolved ( i.e. integrated over) and the kinematic

considered is the one of the event before the extra emission(s).
I Emissions above T

cut

N
are retained and the kinematics is fully specified.

An M-parton event is considered a N-jet event, N  M , fully differential in �N

• power corrections in T
cut

N
due to phase-space projection.

• vanish for IR-safe observables as T
cut

N
! 0

Iterating the procedure, the phase space is sliced into jet-bins

Different choices are possible for the resolution parameters. Assume zero- and
one-jettiness if not explicitly stated. Simone Alioli | GENEVA | CERN TH WS 1/7/2020 | page 4

T cut
0

where the convolution between the di↵erent functions is written in schematic form. The

scale setting procedure will be explained in the next section where we will introduce the

profile functions which are employed to switch-o↵ resummation outside its kinematical

range of validity. At NNLL0 accuracy, we need to know the boundary conditions of the

evolutions, namely the hard, beam and soft functions up to NNLO accuracy, and the

cusp(non-cusp) anomalous dimensions up to three(two)-loop order. The expressions for the

anomalous dimensions to the required order can be found in [21, 48–51]. The gluon fusion

channel contribution is included in the present calculation only at fixed-order accuracy.

We leave for future work the resummation of this channel.

4 Implementation within the Geneva framework

In this section we briefly review the Geneva framework and present the implementation

of the diphoton production process within this Monte Carlo code by highlighting the main

di↵erences compared to the previous processes such as Drell-Yan [40] and HV production

[42]. We refer to [39, 40, 42] for more details on the general features of the Geneva method.

An event generator produces N -jet physical events where all of the IR divergences are

canceled on an event-by-event basis. TN is used as the N -jet resolution variable which

defines the Geneva Monte Carlo (MC) cross sections by including the contributions of all

the unresolved emissions below a certain resolution cuto↵ TN < T
cut

N
. In the present case,

exclusive cross sections for events with 0, 1 and 2 jets are defined by employing cuts on the

T0 and T1 resolution variables as

�0 events:
d�mc

0

d�0

(T cut

0 ) ,

�1 events:
d�mc

1

d�1

(T0 > T
cut

0 ; T cut

1 ) ,

�2 events:
d�mc

�2

d�2

(T0 > T
cut

0 , T1 > T
cut

1 ) . (4.1)

The jet definition used here, contrary to an ordinary jet algorithm, depends on a phase

space map �N (�M ) (with N  M) which projects the M -body phase space unresolved

emissions onto �N points. Using (4.1) the cross section for a generic observable X is

written as

�(X) =

Z
d�0

d�mc

0

d�0

(T cut

0 )MX(�0)

+

Z
d�1

d�mc

1

d�1

(T0 > T
cut

0 ; T cut

1 )MX(�1)

+

Z
d�2

d�mc

�2

d�2

(T0 > T
cut

0 , T1 > T
cut

1 )MX(�2) , (4.2)

where MX(�N ) is the measurement function that computes the observable X for the N -

parton final state point �N . The above defined cross section is not equivalent to a fixed

order calculation. Indeed for any unresolved emission the observable is computed on the

projected point �N (�M ) rather than the exact �M point. However the di↵erence vanishes

– 7 –

T cut
1

‣ When we take                   , large logarithms of          ,        appear and need to be resummed 

‣ Including the higher-order resummation will improve the accuracy of the predictions across 
the whole spectrum

TNT cut
NT cut

N ! 0
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Higgs boson production via gluon fusion

Geneva ggHiggs Matrix

�NNLO, rEFT
gg!H

[pb] 42.33+4.39
�4.34 42.35+4.55

�4.41 42.33+4.54
�4.40

Table 1: Comparison of the Geneva, ggHiggs, and Matrix results for the gg ! H

inclusive cross section. The results are obtained at NNLO in the HTL approximation, and

rescaled with the rEFT factor.

4.1 Partonic results at NNLO

Here we validate the NNLO accuracy of the total cross section obtained with Geneva

and that of the only di↵erential inclusive quantity available, the Higgs boson rapidity.

We compare the total cross section with the independent calculations implemented in

ggHiggs [62, 118–121] and Matrix [122], and the rapidity distribution with Matrix only.

The Matrix predictions are based on the qT -subtraction approach and are extrapolated

towards the zero qT -cut value. We set the input parameters of our calculations as described

in sec. 2.2, and we choose the central factorisation and renormalisation scales equal to each

other and to the Higgs boson mass, µR = µF = mH . We set our resolution cuto↵s to

T
cut
0 = T

cut
1 = 1 GeV. We employ the PDF set PDF4LHC15 nnlo 100 from LHAPDF [123],

and take the value of ↵s(mZ) from the same set, so that ↵s(mH) = 0.11263.

In table 1 we report the values of the inclusive gg ! H cross section and the associ-

ated 7-point scale variations calculated at NNLO and rescaled with the rEFT factor using

Geneva, ggHiggs, and Matrix.2 We observe excellent agreement between the three pre-

dictions; by choosing T
cut
0 = 1 GeV, the neglected power-suppressed terms in Geneva are

at the permille level and amount to an acceptable ⇠ 0.02 pb error for the central value.

In fig. 4 we compare the Higgs rapidity spectrum obtained with Geneva with the

NNLO result provided by Matrix, including the 7-point scale variations. We observe very

good agreement both in the central values and in the envelope of the scale variations, up to

large values of |yH |. The symmetry of the pp collider allows us to show only the absolute

value of yH , and thus further reduce the Monte Carlo uncertainty.

4.2 Interface with PYTHIA8

In this section we briefly recap the main features of the interface used in Geneva to match

the partonic results to the Pythia8 [124] parton shower. As this is not the main focus of

this work, however, we refer the interested reader to ref. [4] for a detailed discussion and

ref. [15] for additional details on the accuracy of the matched calculation. Given that so far

we have constructed partonic results with NNLL0 accuracy in the resolution variable T0,

we wish to preserve this resummed accuracy after the parton shower as far as is possible.

At the same time, for all other observables we need to guarantee that the accuracy of the

2
The impact of the 7-point scale variations on Higgs production via gluon fusion is small to moderate.

For this process, scale variations are largely driven by µR variations, and therefore an independent variation

of µR and µF leads to a theory uncertainty that is not extremely di↵erent from the one obtained by varying

those scales homogeneously. We find that the scale uncertainty bands increase from roughly ±9% to ±10%

for both the total cross-section and the Higgs rapidity distribution.
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Figure 4: Comparison of Geneva and Matrix at NNLO for the yH distribution.

parton shower is preserved. This is a nontrivial condition: since the ordering variable of the

Pythia8 parton shower is the relative transverse momentum while the resolution variable

we use is the N -jettiness, the shower can in principle produce emissions which double-count

regions of the phase space.

To avoid this issue, we perform the matching employing the following prescription. We

set the starting scale of the parton shower by taking the maximum relative k? determined

by the lower scale of the resummation. The latter is defined on an event-by-event basis

and corresponds to either T
c

N
⌘ T

cut
0 , T cut

1 or T1 (�2), depending on whether the relative

partonic configuration has N = 0, 1 or 2 jets, respectively. We then let the shower run

down to the internal minimum p?, which produces a certain number of emissions k. Lastly,

we check that the resulting event fulfils the condition

TN (�N+k)  T
c

N , (4.1)

which ensures that both accuracies are correctly preserved. For unshowered events with

one jet in the final state, we perform the first shower emission directly within Geneva, by

implementing eqs. (48) and (49) of ref. [9]. Showered events will therefore almost exclusively

originate from events with either zero or two final state partons.

In fig. 5 we show the e↵ect of the Pythia8 shower on the pH
T

and yH partonic distri-

butions. For the results presented in this section we use the default Pythia8 parameters

for the shower and the hadronisation model. The rapidity distribution, being an inclusive

observable, is exactly preserved by the shower, as expected. The Higgs transverse momen-

tum is an exclusive observable, and the shower can therefore have a significant impact on

its shape: in this case we see an e↵ect of ⇠ 15% in the pH
T

< 15 GeV bin, and smaller

e↵ects . 5% in the rest of the spectrum, especially in the tail of the distribution. After

hadronisation, we find that most of these discrepancies are reduced.
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Figure 7: Comparison of the ATLAS data [66] with the Geneva+Pythia8 results at

13 TeV. We show the fiducial cross sections for di↵erent values of Njets (top left), as well

as the distributions of |yH | (top right), pH
T

(bottom left), and pj1
T

(bottom right).

Also in this case, jets are constructed using the anti-kT algorithm with R = 0.4, and are

required to have pj
T
> 30 GeV. Jets with |⌘j | < 2.5 are used for observables with one extra

jet or to count the number of jets, while a looser cut |⌘j | < 4.7 is applied for observables

requiring at least two jets in the final state.

Due to the lack of availability of these analyses in the Rivet [125] framework, we

have implemented the ATLAS and CMS analyses within the Geneva code. The H ! ��

decay is inserted by the Pythia8 particle decays handler on top of the events produced

by Geneva. Its kinematics are treated at leading order in QCD, and we set the branching

ratio to BR(H ! ��) = 2.27 ⇥ 10�3, i.e. the value reported in ref. [126] and calculated

– 25 –

Comparison to Data

Calculation done in the Heavy Top Limit (HTL). Rescaling of HTL result by a factor equal to the ratio 

between the LO -exact result and that obtained in pure EFT (rEFT)mt

[S. Alioli, AB, A. Gavardi, S. Kallweit, M.A. Lim, G. Marinelli, R. Nagar and D. Napoletano arXiv:2301.11875]
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1-jettiness resummed and matched results for Z+jet

10

is correctly described by fixed-order predictions. In ad-
dition, T1 is subject to the constraint T1/T0  1� 1/N ,
with N=2 (N=3) at NLO (NNLO). Therefore, in order
to achieve a proper description throughout the T1 spec-
trum while satisfying the T1/T0 constraint, we construct
two-dimensional (2D) profile scales that modulate the
transition to the FO region as a function of both T1/µFO

and T1/T0, with µFO the fixed-order scale. These profile
scales correctly implement the phase space constraint in
T1/T0, reducing to T1-dependent profile scales when it is
satisfied and asymptoting to µFO when it is violated. A
detailed discussion of our 2D profile scale construction is
given in sec. III B.

A reliable theoretical prediction must include a thor-
ough uncertainty estimate by exploring the entire space
of possible scale variations. In our analysis, we achieve
this by means of T1 profile scale variations, see e.g.
ref. [26]. Specifically, our final uncertainty is obtained
by separately estimating the uncertainties related to re-
summation and the FO perturbative expansion. Since
these are considered to be uncorrelated, we sum them in
quadrature.

In order to achieve a valid description also in the tail
region of the one-jettiness distribution, this resummed
result is matched to the NLO predictions for �⇤

/Z+2 jets
production (NLO2), using a standard additive matching
prescription

d�N
3
LL+NLO2

d�1dT1
=
d�N

3
LL

d�1dT1
+

d�Nons.

d�1dT1
, (59)

d�Nons.

d�1dT1
=

0

@d�NLO2

d�1dT1
�

d�N
3
LL

d�1dT1

�����
O(↵2

s
)

1

A ✓(T1) ,

where the last term of the second equation above is the
NNLO singular contribution. Similar formulae readily
apply at lower orders. The NLO predictions for Z/�⇤+2
jets are obtained from Geneva, which implements a lo-
cal FKS subtraction [64], using tree-level and one-loop
amplitudes from OpenLoops2 [65].

We note that in eq. (59) we have written the highest ac-
curacy as N3LL + NLO2 because for the plots presented
in this paper we are focusing on the T1 spectrum above a
finite value T1 > 0. Removing the ↵

3
s
�(T1) contribution

which is present in the singular term but is missing in the
NLO2 di↵erential cross section, the formula in eq. (59)
can be extended to achieve N3LL + NNLO1 accuracy for
quantities integrated over T1.

We also note that there is some freedom when evaluat-
ing T1 on events with two or three partons. In this work,
we use N -jettiness as a jet algorithm [66] and minimise
over all possible jet directions nJ obtained by an exclusive
clustering procedure eT1 = minnJ

T1. This means that we
recursively cluster together emissions in the E-scheme
using the T1 metric in eq. (1) until we are left with ex-
actly one jet. The resulting jet is then made massless by
rescaling its energy to match the modulus of its three-
momentum; the jet direction is then taken to be ~nJ . We

stress that this choice is intrinsically di↵erent from de-
termining the jet axis a priori by employing an inclusive
jet clustering, as done for example in refs. [18–21].
This di↵erence has also the interesting consequence

that one has to be careful when defining eT1 via the ex-
clusive jet clustering procedure in a frame which depends
on the jet momentum. There are indeed choices of the
clustering metric that render the eT1 variable so defined
infrared (IR) unsafe. A particular example is given by
the frame where the system of the colour-singlet and the
jet has zero rapidity YLJ = 0 (underlying-Born frame)
which was instead previously studied for the inclusive jet
definition [21]. A detailed discussion of these features
and a comparison of the size of nonsingular power cor-
rections for these alternative T1 definitions is beyond the
scope of this work and will be presented elsewhere.

III. NUMERICAL IMPLEMENTATION AND
RESULTS

We consider the process

pp ! (�⇤
/Z ! `

+
`
�) + jet +X ,

at
p
S = 13 TeV and use the NNPDF31 nnlo as 0118

PDF set [67].
The factorisation and renormalisation scales are set

equal to each other and equal to the dilepton transverse
mass,

µR = µF = µFO = mT ⌘

q
M

2

`+`� + q
2

T
, (60)

which we also use as hard scale for the process, i.e.
µH = µFO. At this stage, we also fix Q

2 = sab.
Here we report the numerical parameters used in the

predictions, for ease of reproducibility. We set the fol-
lowing non-zero mass and width parameters

mZ = 91.1876GeV , �Z = 2.4952GeV ,

mW = 80.379GeV , �W = 2.0850GeV ,

mt = 173.1GeV .

In the plots presented in this section, we apply either
a cut T0 > 50 GeV or qT > 100 GeV in order to have a
well-defined Born cross section with a hard jet. However,
since our predictions depend on the choice of the cut
that defines a finite Born cross section, we study di↵erent
variables and values to cut upon in sec. IIID.

A. Resummed and matched predictions

In the upper panel of Fig. 1 we show the absolute val-
ues of the spectra for fixed-order, singular and nonsingu-
lar contributions with T0 > 50 GeV at di↵erent orders in
the strong coupling. We plot on a logarithmic scale in
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that one has to be careful when defining eT1 via the ex-
clusive jet clustering procedure in a frame which depends
on the jet momentum. There are indeed choices of the
clustering metric that render the eT1 variable so defined
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mt = 173.1GeV .

In the plots presented in this section, we apply either
a cut T0 > 50 GeV or qT > 100 GeV in order to have a
well-defined Born cross section with a hard jet. However,
since our predictions depend on the choice of the cut
that defines a finite Born cross section, we study di↵erent
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NNLO results via 1-jettiness slicing/subtraction
Important to test the NNLO accuracy of the calculation: implementation one-jettiness slicing/subtraction 
compared pure  correction to NNLOJET.𝒪(α3

s )

𝒪δNNLO(ΦN) =
dσN3LL

N (𝒯δ)
dΦN 𝒪(α2

s )

𝒪(ΦN) + ∫
𝒯max

𝒯δ

dΦN+1

dΦN

dσδNLO
N+1

dΦN+1
𝒪(ΦN+X) + …

𝒪δNNLO(ΦN) =
dσN3LL

N (𝒯cut
N )

dΦN 𝒪(α2
s )

𝒪(ΦN) + ∫
𝒯max

𝒯δ

dΦN+1

dΦN [ dσδNLO
N+1

dΦN+1
𝒪(ΦN+X) −

dσN3LL

dΦN d𝒯N 𝒪(α2
s )

𝒫(ΦN+1) 𝒪(ΦN) θ(𝒯N ≤ 𝒯cut
N )] + …

Slicing

Non-local Subtraction  𝒯δ ≪ 𝒯cut
N

XS with  cuts𝒯0 XS with  cutsqT

Very Preliminary!!
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NNLO results differential distributions

Very Preliminary!!

 distribution𝒯0  distributionqT
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Summary & Outlook

Thank you!

‣ I haven’t mentioned: B-physics applications, inclusion of Glauber modes in SCET, energy 

correlators, resummation of event shapes,  extraction, multi-differential resummation, 

subleading power factorization and resummation, NGL resummation… 

‣ In the last few years resummation has been achieved to very high accuracy (N LL and 

beyond) for important observables 

‣ In some cases power corrections are large (compared to N LL at LP) and require 

resummation. At fixed-order, power corrections could improve on current LP slicing/

subtraction methods. 

‣ Extend NNLO event generators to include jet processes (with one jet at least) using N-

jettiness as jet resolution variable.

αs

3

3



Alessandro Broggio    02/10/2024 30

Backup
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SCET Feynman Rules

preserves the soft gauge symmetry Ac ! Us(x�)AcU
†
s (x�). One may use di↵erent gauge-

fixing parameters ↵s and ↵c for the soft and collinear gauge symmetry, respectively. We
present Feynman rules for this general choice, but use ↵c = ↵s = 1 in our computations.
The corresponding ghost sector reads

LFP = 2 tr [c̄s (�@µD
µ
s (x)) cs]

+ 2 tr


c̄c
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2
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b
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◆
c
c
c . (A.11)

By construction, the gauge-fixing term contributes only at leading power, and this prop-
erty is inherited by the ghost interactions.

At subleading power, the multipole expansion produces terms in the Lagrangian pro-
portional to powers of xµ, which leads to derivatives in momentum space. We explicitly
include the momentum-conservation Dirac delta-functions for x-dependent vertices, us-
ing the notation

X
µ
⌘ @

µ
h
(2⇡)4�(4)

⇣X
pin �

X
pout

⌘i
,

X
µ
X

⌫
⌘ @

µ
@
⌫
h
(2⇡)4�(4)

⇣X
pin �

X
pout

⌘i
, (A.12)

where the derivative @ = @/@pin acts on one (arbitrarily chosen) incoming momentum
in the argument of the delta-function, or equivalently on one outgoing momentum, @ =
�@/@pout. Note that a factor x

µ
? in the interaction term gives a factor iX

µ
? in the

Feynman rule, where a projection on the perpendicular component is taken. Following
the discussion above, for soft fields that are evaluated at position x� in the Lagrangian,
the momentum components n+k and k? must be set to zero inside the momentum-
conservation delta-function after the derivatives are taken. Spatial derivatives in the
Lagrangian translate as @µ ! �ipµ for incoming momentum, and @µ ! ipµ for outgoing
momentum, as usual.

The gluon propagators take the standard form of general covariant gauge, �i(gµ⌫ �
(1 � ↵)kµk⌫/k2))/(k2 + i"), with ↵ = ↵c (↵s) for collinear (soft) gluons, the soft quark
propagator is also standard, i/k/(k2 + i"), and the collinear quark propagator is

in+k

k2 + i"

/n�
2

. (A.13)
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s (x�). One may use di↵erent gauge-

fixing parameters ↵s and ↵c for the soft and collinear gauge symmetry, respectively. We
present Feynman rules for this general choice, but use ↵c = ↵s = 1 in our computations.
The corresponding ghost sector reads
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By construction, the gauge-fixing term contributes only at leading power, and this prop-
erty is inherited by the ghost interactions.

At subleading power, the multipole expansion produces terms in the Lagrangian pro-
portional to powers of xµ, which leads to derivatives in momentum space. We explicitly
include the momentum-conservation Dirac delta-functions for x-dependent vertices, us-
ing the notation
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where the derivative @ = @/@pin acts on one (arbitrarily chosen) incoming momentum
in the argument of the delta-function, or equivalently on one outgoing momentum, @ =
�@/@pout. Note that a factor x

µ
? in the interaction term gives a factor iX

µ
? in the

Feynman rule, where a projection on the perpendicular component is taken. Following
the discussion above, for soft fields that are evaluated at position x� in the Lagrangian,
the momentum components n+k and k? must be set to zero inside the momentum-
conservation delta-function after the derivatives are taken. Spatial derivatives in the
Lagrangian translate as @µ ! �ipµ for incoming momentum, and @µ ! ipµ for outgoing
momentum, as usual.

The gluon propagators take the standard form of general covariant gauge, �i(gµ⌫ �
(1 � ↵)kµk⌫/k2))/(k2 + i"), with ↵ = ↵c (↵s) for collinear (soft) gluons, the soft quark
propagator is also standard, i/k/(k2 + i"), and the collinear quark propagator is
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A.4.2 Soft-collinear interaction vertices
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After the derivative in X
⇢
? is taken, p0? can be set to p?. (n+p

0 = n+p may be set from
the start.)
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A.4.2 Soft-collinear interaction vertices
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After the derivative in X
⇢
? is taken, p0? can be set to p?. (n+p

0 = n+p may be set from
the start.)
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Sof-Collinear interaction

After the derivative in  is taken,  can be set to  (  can be set from the start). 
No surprise on the appearance of these derivatives!

Xρ
⊥ p′￼⊥ p⊥ n+p′￼= n+p

Feynman rules up to two emissions [M. Beneke, M. Garny, R. Szafron J. Wang, 1808.04742]
A.4.2 Soft-collinear interaction vertices
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After the derivative in X
⇢
? is taken, p0? can be set to p?. (n+p

0 = n+p may be set from
the start.)
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A.4.2 Soft-collinear interaction vertices
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After the derivative in X
⇢
? is taken, p0? can be set to p?. (n+p

0 = n+p may be set from
the start.)
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A.4 Fermionic Feynman rules

Note: for vertices not containing a momentum-derivative, the standard momentum con-
serving delta-function (2⇡)4�(4) (

P
pin �

P
pout) is not written explicitly. Otherwise we

write X
µ as defined above.

A.4.1 Purely collinear or purely soft vertices
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We recall that there are no sub-leading power vertices of this type to any order in the �
expansion.

50



Alessandro Broggio    02/10/2024 32

Subleading power N-jet operators
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SCET introduction: N -jet operator basis

Generic N-jet operator has the form:

[M. Beneke, M. Garny, R. Szafron, J. Wang, 1712.04416, 1712.07462, 1808.04742, 1907.05463]
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I A,B,C... refers to number of fields in a given collinear direction

I n is the power of � suppression (relative to A0) in a given sector.
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Sebastian Jaskiewicz Advances in Subleading Power Factorization and Resummation

generic N-jet 
operator

[M. Beneke, M. Garny, R. 
Szafron J. Wang 1712.04416, 
1808.04742, 1907.05463]

The ’s are constructed by multiplying collinear gauge invariant building blocks in the same direction (up to )J 𝒪(λ2)
χi(tini +) ≡ W†

i ξi 𝒜μ
i ⊥(tini +) ≡ W†

i [iDμ
⊥ iWi]

by acting on these with derivatives  and insertions of subleading SCET Lagrangian in a time-ordered 

product with lower power currents. We use the notation: 

i∂μ
⊥i ∼ λ
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i , JCn
i , JTn
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‣ A, B, C….refers to the number of fields in a given collinear direction 

‣ n is the power suppression (relative to A0) in a given sector
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Operators

3.2 Factorization at NLP

We next focus on the next-to-leading power e↵ects where certain simplifications in the
general formula (3.16) can be made. We first note that since the ! variables are connected
to the soft emissions from collinear functions, and therefore come from insertions of
subleading-power Lagrangians in a time-ordered product, at NLP their total number is
highly constrained. On the one hand, there must be at least one ! present due to the fact
that at least one time-ordered product operator must appear in the SCET amplitude
in order to provide a threshold-collinear scale and not lead to a trivial null result, as
explained earlier in the text. On the other hand, the total power suppression at NLP is
O(�2), which means that there can be at most two separate ! variables which correspond
to two L(1) insertions, each contributingO(�) suppression. The constraint on the number
of subleading power interactions also limits the number of soft structures si from the set
(2.25), required at NLP.

In the position-space SCET framework, soft fields in the current operators appear
only from O(�3) [34]. Hence, at NLP, the soft part Js(0) is not present, and the soft

structures come only from single insertions of the O(�2) SCET Lagrangian, L(2)
⇠ and

L
(2)
YM, and double insertions of the single power-suppressed terms, L(1)

⇠ , L(1)
⇠q , and L

(1)
YM.

The next simplification is due to the fact that the kinematics of the process in the
centre-of-mass frame does not support power suppression created by a single operator
with O(�) scaling on a given leg. This is because the incoming collinear momentum can
be chosen to carry only its large component, n+p ⇠ Q (n�l ⇠ Q for the anticollinear
leg), and all components of soft momentum scale as O(�2). For the (anti)collinear
direction to carry O(�) suppression, it would necessarily have to be proportional to
the transverse component of the (anti)collinear vector, pµ?(l

µ
?) ⇠ Q�, since no other

momentum component in the threshold kinematics carries O(�) scaling, which, however,
vanishes. This means that the O(�2) power suppression cannot come from two insertions

of L(1)
⇠ (or L

(1)
YM) on two separate legs of a diagram. Moreover, a non-vanishing O(�)

amplitude also cannot exist in the qq̄ channel.5 In consequence, at cross section level at
NLP, the O(�2) suppression must be generated in the amplitude which then interferes
with the LP amplitude according to (3.14), yielding the O(�2) suppressed cross section.
This still leaves the possibility of O(�2) suppression to be generated by the J T2(t)
operator formed by a L

(1) insertion and a subleading current of A1 or B1-type. Due to
chirality and helicity conservation in QCD, the possible currents are

JA0,A1
⇢ (t, t̄ ) = �̄c̄(t̄n�)n+⇢ i/@?�c(tn+), (3.18)

JA0,B1
⇢ (t1, t2, t̄ ) = �̄c̄(t̄n�)n±⇢ /A?c(t2n+)�c(t1n+), (3.19)

and corresponding ones with power suppression in the anticollinear direction. The im-
portant detail to note is that both currents are each proportional to n±⇢. However, the
power-suppressed amplitude in which these currents could appear, is interfered with the

5Soft quark emission does yield a non-vanishing O(�) amplitude, however this contributes to the
(anti)quark-gluon (qg, q̄g) channel.
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 suppressed operators together with  insertion on the same collinear leg for example.
The interference with the LP complex conjugate amplitude will be zero . 

λ ℒ(1)

∼ γμ
⊥
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Two-loop Amplitudes and NNLO for MUonE

‣ Muon electron scattering amplitude in QED at two loops fundamental for MUonE experiment!
[Bonciani,AB,DiVita,Ferroglia,Mandal,Mastrolia et al., PRL 128 (2022) 2] NNLO computation in            
[AB,Engel,Ferroglia,Mandal,Mastrolia et al., JHEP 01 (2023) 112] 

‣ MUonE will provide an independent determination of HVP important for clarifying                 
discrepancies between theoretical predictions and experiment for muon   

‣ Regularisation scheme transformation rules derived for QCD amplitudes up to two-loops using SCET 
[AB,C.Gnendinger,A.Signer,D.Stockinger,A.Visconti JHEP 01 (2016) 078]

g − 2

fdh scheme. This can be done by realising that the IR-subtracted matrix element is independent
of the regularisation scheme [88,89], i.e.

⇣
Zfdh

IR

⌘�1
M

(fdh)
n =

⇣
Zcdr

IR

⌘�1
M

(cdr)
n + O(✏) . (12)

The di↵erence between Zcdr

IR and Zfdh

IR is in the perturbative coe�cients of � and the beta func-
tion [88–91]. However, the structure of ZIR and the basic ideas remain the same. With Zfdh

IR

known, we repeat the calculation of the one-loop matrix element in fdh and can obtain M
(2)
n in

the fdh scheme, using (12).

In Figure 2, we plot the finite part of the matrix element M
(2)
n (m = 0), defined in (4), computed

in the fdh scheme, using the same convention to define the finite part as in [92]. Rather than
showing the dependence in the whole s-t plane, we focus on the kinematic ranges we will use in
Section 3, i.e. we fix s = 174 684 MeV2 and consider the range t 2 [�153 069, �1 021] MeV2. This
allows us also to demonstrate the split into the di↵erent contributions (cf. (10)). Note that, since

M
(2)
n (m = 0) is unphysical unless combined with real corrections, we cannot make any statements

about the relative sizes of the di↵erent contributions. However, we can illustrate the numerical
stability of the analytic expressions, which are provided in an ancillary file.

2.3.5 Massification

In this subsection we describe the only approximation we make for our NNLO result. It concerns

the m dependence of the terms {q3Q5, q4Q4, q5Q3
} of M

(2)
n that are required for d�(vv)

eµ . Starting

from the corresponding matrix element with a massless electron, M
(2)
n (m = 0), we can obtain the

leading term of the small-mass expansion e�ciently using the strategy of massification [34,36,37].

This way, we can recover all terms of M
(2)
n (m) that are not polynomially suppressed, i.e. the

logarithmically enhanced ones as well as the constant terms, without the need of additional process-
dependent computations. However, the approximation neglects terms that vanish in the limit

m ! 0. Hence, in our result for the mixed corrections d�(2)
eµ we will miss terms of the form

(↵/⇡)2 m2/S, potentially multiplied by a logarithm of the form log(m2/S).
Massification is applicable in the case where some external fermions have small masses com-

pared to all other scales in the process. Since this corresponds to highly-energetic particles in the
external states, soft-collinear e↵ective theory (SCET) [93–95] can be used for a systematic expan-
sion of scattering amplitudes. As a consequence of the decoupling transformation [93], collinear
and soft degrees of freedom factorise at leading power and we have

An(m) =
⇣ Y

j

p

Z
⌘

⇥ S ⇥ An(0) + O(m) . (13)

Each energetic external particle defines a collinear sector in SCET and thus contributes one power
of the massification constant

p
Z. This process-independent factor does not depend on any hard

scale and apart from the trivial factorised m dependence is a constant. The soft function S, on
the other hand, is not universal and does depend on the hard scales of the process. One can
show that in QED it only receives contributions from closed fermion loops [36]. As previously
mentioned, these contributions can be calculated at NNLO with exact mass dependence using the
semi-numerical hyperspherical method. This has the added advantage of rendering massification
completely process independent.

While it is in principle possible to study these structures directly in SCET, it is easier to instead
perform a matching calculation. In [37], we have explicitly calculated the leading bottom-mass
e↵ects for the process t ! Wb using the method of regions [96] and were able to write the resulting
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including parts of the NNLO corrections [25, 26]. These
simulations account for a subset of the two-loop graphs,
not yet including the four-point diagrams with complete
dependence on the lepton masses. The complete two-loop
amplitude is then a missing crucial ingredient for the
computation of the full NNLO QED corrections.

In this work, we present the first fully analytic eval-
uation of the renormalized two-loop amplitude for four
fermion scattering in QED, f� + f+ + F� + F+

! 0,
with f and F representing a massless and a massive lep-
ton respectively. In the past years, we have developed
efficient mathematical techniques for the evaluation of
multi-loop integrals in dimensional regularization, such as
the adaptive integrand decomposition [27–29] and the Mag-

nus exponential method for differential equations [30, 31].
The combination of these techniques with the more tradi-
tional decomposition through integration-by-parts identi-

ties (IBPs) [32, 33], allowed us to obtain for the first time
a complete analytic formula for the renormalized two-loop
amplitude of a 2 ! 2 process with a non-vanishing mass
in internal and external lines.

The one- and two-loop amplitudes presented in this
Letter can be applied, for instance, to the case where
the light fermion is an electron, f = e, and the heavy
fermion is a muon, F = µ, and can be used in the elastic
scattering eµ ! eµ, as well as in crossing related pro-
cesses, such e+e� ! µ+µ�. If the elastic scattering is
the key process of the MUonE experiment, the muon
pair production in e+e� annihilation is a key process
for the center-of-mass energy calibration at present and
future e+e� colliders, such as BESIII [34], BELLE-II [35],
CEPC [36], and FCCee [37]. Therefore, a precise knowl-
edge of the radiative effects would improve the precision
of the results obtainable at these machines.

The structure of the infrared (IR) singularities of the
massless and massive gauge theory scattering amplitudes
has been studied in [38–53]. In this work, the determi-
nation of the virtual NNLO corrections is complemented
by the investigation of the IR singularities of scattering
amplitudes in QED, which involve massive particles, and
whose universal structure can be determined within Soft
Collinear Effective Theory (SCET), along the lines of
the method presented in [46, 53]. The agreement of the
residual IR poles coming from the direct diagrammatic
calculus of the renormalized amplitude with the IR poles
predicted within SCET is an important validation of the
diagrammatic calculation. We explicitly verify this agree-
ment in the case of f�f+

! F�F+ process.
Additionally, let us observe that the two-loop dia-

grams considered here, also appear in the (color stripped)
Abelian subset of graphs contributing to heavy-quark pair
production in Quantum Chromodynamics (QCD) [54–58].
The similarities of the analytic structure of the two-loop
amplitude between qq̄ ! tt̄ in QCD and f�f+

! F�F+

in QED, where q and f are treated as massless, is ex-
ploited to test the structure of the singularities coming

FIG. 1: Representative diagrams for the process
f�f+

! F�F+: tree-level (top), one-loop graphs
(middle), two-loop graphs (bottom). Thin lines indicate
a lepton f while thick lines indicate a lepton F . Wavy

lines are photons.

from QED diagrams through a tuned comparison to the
Abelian part of known results in QCD.

Recently, the evaluation of integrals coming from
planar diagrams [59–61] indicates that the computation
of four-fermion scattering amplitudes at two loops in
QED, by keeping full dependence on the masses of all the
involved leptons, might become the subject of near-future
investigation.

Scattering Amplitude – We consider the four-fermion
scattering process involving a mass-less and a massive
lepton pair,

f�(p1) + f+(p2) ! F�(p3) + F+(p4) , (1)

with mf = 0 and mF = M 6= 0. The Mandelstam
invariants, defined as s = (p1 + p2)2, t = (p1 � p3)2, and
u = (p2 � p3)2, satisfy the condition s+ t+ u = 2M2.

The four-point bare amplitude Ab admits a perturba-
tive expansion in the bare coupling constant ↵b ⌘ e2b/4⇡,
which, up to the inclusion of the second-order corrections,
reads

Ab (↵b) = 4⇡↵b S✏ µ
�2✏

⇥


A

(0)
b +

⇣↵b

⇡

⌘
A

(1)
b +

⇣↵b

⇡

⌘2
A

(2)
b

�
, (2)

where A
(n)
b indicates the n-loop bare amplitude, S✏ ⌘

(4⇡e��E )✏ and µ is the ’t Hooft mass scale. The Leading
Order (LO) term A

(0)
b , referred to as Born term, receives

contribution from a single tree-level Feynman diagram,
shown in the upper row of Fig. 1. The squared LO
amplitude, summed over the final spins and averaged over
the initial states, reads,

M
(0)
b =

1

4

X

spins

|A
(0)
b |

2

=
1

s2
⇥
2(1� ✏)s2 + 4

�
t�M2

�2
+ 4st

⇤
, (3)

for external states treated in d = 4 � 2✏ space-time di-
mensions according to the conventional dimensional reg-
ularization (CDR) scheme [62], that we use throughout

3

the whole computation. The interferences of one- and
two-loop bare amplitudes with the Born amplitude read

M
(n)
b =

1

4

X

spins

2Re(A(0)⇤
b A

(n)
b ) , for n = 1, 2 . (4)

Analytic Evaluation – The analytic evaluation of M(1)
b

and M
(2)
b is completely automated, within an in-house

software, which can be applied to generic one- and two-
loop amplitudes. The Mathematica package Fey-

nArts [63] is used to generate Feynman diagrams con-
tributing to the one- and two-loop corrections to the
scattering amplitudes as well as the counter-term dia-
grams required for the renormalization: 6 diagrams and
3 counter-term diagrams at one loop; 69 diagrams (12 of
which vanish because of Furry’s theorem) and 55 counter-
term diagrams at two loops. Representative one- and
two-loop diagrams are shown in the second and third
row of Fig. 1, respectively. The spin sums and the alge-
braic manipulation to simplify the Dirac-� algebra are
carried out by means of the FeynCalc [64–66] package.
Each n-loop graph G (interfered with the Born amplitude)
corresponds to an integrand written in terms of scalar
products between external, p⌫i , and internal, k⌫i , momenta.
Therefore, Eq.(4) can be generically written as,

M
(n)
b = (S✏)

n

Z nY

i=1

ddki
(2⇡)d

X

G

NGQ
�2G D�

, (5)

where: NG = NG(pi, ki) indicates the numerator, and
D� = D�(pi, ki,M) are the denominators corresponding
to the internal lines of G.

Integrands are simplified by employing the adaptive

integrand decomposition method, implemented in the Aida

framework [29]. The intermediate results emerging from
the integrand decomposition can be further simplified
by means of the IBP identities [32, 33]. Our software is
interfaced with the publicly available codes Reduze [67]
and Kira [68], and, for each diagram, it produces the files
for the automated generation of the IBP relations. After
the decomposition phase, the interference terms M

(n)
b

are written as linear combination of a set of independent
integrals, say I(n), called master integrals (MIs),

M
(n)
b = C(n)

· I(n) , (6)

where C(n) is a vector of coefficients, depending on ✏ and
the kinematic variables, s, t,M2. In particular, M(1)

b and
M

(2)
b are conveniently expressed, in terms of 12 and 264

MIs, respectively, analytically computed: two- and three-
point functions have been known since long [69–71], while
planar and non-planar four-point integrals were computed
in [72, 73], using the differential equation method via Mag-
nus exponential, and independently in [55, 56, 74]. The
analytic expressions of M

(n)
b can be written as a Lau-

rent series around d = 4 space-time dimensions (✏ = 0),

with coefficients that contain Generalized Polylogarithms
(GPLs) [75], defined as iterated integrals, through the
recursive formula

G(wn, . . . , w1; ⌧) ⌘

Z ⌧

0

dt

t� wn
G(wn�1, . . . , w1; t) , (7)

with G(w1; t) ⌘ log(1� t/w1). The arguments wi are
known as letters, and their number, corresponding to
the number of nested integrations, is called weight. The
two-loop interference term contains 4063 GPLs with up
to weight four, whose arguments are written in terms
of 18 letters, wi = wi(x, y, z), which depend on the
Mandelstam variables through the relations, �t/M2 = x ,
�s/M2 = (1 � y)2/y , �(u � M2)/(t � M2) = z2/y
(see [72, 73] for more details).

Renormalization – The one- and two-loop diagrams con-
tributing to M

(1)
b and M

(2)
b contain infrared (IR) and

ultraviolet (UV) divergences. To remove the UV diver-
gences, the bare lepton fields ( `, with ` = f, F , for
massless and massive leptons, respectively) and photon
field (Aµ), as well as the bare mass of the massive lepton
are renormalized as follows,

 b =
p

Z2  , Aµ
b =

p
Z3 A

µ, Mb = ZMM , (8)

where, to simplify the notation, the label ` in the lepton
fields is understood and restored when required. The
renormalization of the QED interaction vertex,

Lint = eb  ̄b /Ab  b = eZ1  ̄ /A , (9)

can then be entirely fixed using the QED Ward identity,
that implies Z1 = Z2. In particular, this leads to a
simple relation between the renormalized charge and the
bare charge (obtained by applying Eq. (8) to the bare
interaction term and comparing the two renormalized
expressions) eZ1 = eb Z2

p
Z3, therefore, one has e =

eb
p
Z3. The lepton wave functions and the mass of the

massive lepton are renormalized in the on-shell scheme,
namely, Z2,f = ZOS

2,f , Z2,F = ZOS

2,F , ZM = ZOS

M . The
coupling constant is renormalized in the MS scheme at
the scale µ2,

↵b S✏ = ↵(µ2)µ2✏ ZMS
↵ , (10)

with ZMS
↵ = 1/ZMS

3 . The renormalized amplitude is ob-
tained by multiplying the bare amplitude with a factorp
Z2,` for any external lepton `, hence,

A = Z2,f Z2,F Âb , (11)

where Âb = Ab (↵b = ↵b(↵),Mb = Mb(M)), namely
expressing the bare coupling and mass in terms of
their renormalized counterparts. Let us observe that
A depends on four renormalization constants, namely
ZMS
↵ , ZOS

2,f , Z
OS

2,F , Z
OS

M . To simplify the notation in the

4

⇥ ⇥ 2⇥ +
2⇥ ⇥

FIG. 2: Diagrams for mass renormalization. The ⇥
symbol represents the insertion of a mass counter-term.

following, these are simply indicated as Zj , with j =
{↵, f, F,M}, respectively. The renormalization constants
admit a perturbative expansions in ↵,

Zj = 1 +
⇣↵
⇡

⌘
�Z(1)

j +
⇣↵
⇡

⌘2
�Z(2)

j +O(↵3) , (12)

and their expressions can be obtained (either directly
or after abelianization) from [57, 76–78]. After substi-
tuting in Eq. (11) the expansions of the bare amplitude,
given in Eq. (2), and the ones of the renormalization con-
stants, given in Eq. (12), the UV renormalized two-loop
amplitude reads

A (↵) = 4⇡↵


A

(0) +
⇣↵
⇡

⌘
A

(1) +
⇣↵
⇡

⌘2
A

(2)

�
, (13)

up to second order corrections in ↵. The n-loop coeffi-
cients A

(n) are given in terms of the ones appearing in
the bare amplitude as

A
(0) = A

(0)
b , (14a)

A
(1) = A

(1)
b +

⇣
�Z(1)

↵ + �Z(1)
F

⌘
A

(0)
b , (14b)

A
(2) = A

(2)
b +

⇣
2�Z(1)

↵ + �Z(1)
F

⌘
A

(1)
b

+
⇣
�Z(2)

↵ + �Z(2)
F + �Z(2)

f + �Z(1)
F �Z(1)

↵

⌘
A

(0)
b

+ �Z(1)
M A

(1,mass CT)
b . (14c)

The last term in Eq. (14c) contains the extra contribution
of one-loop diagrams having an insertion of the mass
counter-term in the massive propagators in all possible
ways, as depicted in Fig. 2.
The bare coupling ↵b and the bare amplitudes A

(n)
b

(n = 0, 1, 2), appearing in Eqs. (42) and (4), can be
replaced by the corresponding renormalized quantities
↵ and A

(n), to build the Born term, M
(0), and the

renormalized interference terms, at one loop, M(1), and
at two loops, M(2). The latter two quantities constitute
the main results of this Letter.

Infrared Structure – The IR poles appearing in the two-
loop corrections after UV renormalization can indepen-
dently be obtained starting from the tree-level and the
one-loop amplitudes, by following the same procedure em-
ployed to study the infrared structure of QCD amplitudes
[46, 53].

The structure of the IR poles is governed by an anoma-
lous dimension � that has the following structure,

� =�cusp (↵) ln

✓
�

s

µ2

◆
+ 2�cusp (↵) ln

✓
t�M2

u�M2

◆

+ �cusp,M (↵, s) + 2�h (↵) + 2� (↵) , (15)

where the �i (i 2 {cusp; cusp,M;h; }) coefficients up to
O(↵2) are extracted in analogy to the QCD case [46, 53,
79]. We compute the analytic expression of the two-loop
amplitude M

(2) for the process f�f+
! F�F+ both in

the non-physical region s < 0, t < 0 as well as directly
in the production region. In this physical region, the
imaginary part of the anomalous dimension in Eq. (15) is
computed by adding an infinitesimal positive imaginary
part to s. One can then introduce the IR renormalization
factor ZIR,

lnZIR =
↵

4⇡

✓
�0
0

4✏2
+

�0

2✏

◆

+
⇣ ↵
4⇡

⌘2
 
�
3�0�0

0

16✏3
+

�0
1 � 4�0�0

16✏2
+

�1

4✏

!

+O
�
↵3
�
, (16)

where �i,�0
i and �i are the coefficients of the expansion of

�, its derivative w.r.t. lnµ, and the QED beta function,
respectively. The IR poles of the nth-order term M

(n) can
be calculated using ZIR and the lower order contributions,
M

(0), . . . ,M(n�1). In particular, the IR pole structures
at one and two loops are found to be,

M
(1)
���
poles

=
1

2
ZIR
1 M

(0)
���
poles

, (17a)

M
(2)
���
poles

=
1

8

h⇣
ZIR
2 �

�
ZIR
1

�2⌘
M

(0)

+2ZIR
1 M

(1)
i���

poles
. (17b)

All functions M
(n) in the r.h.s. of Eqs. (17) must be

evaluated in d = 4 � 2✏ space-time dimensions. The
factors ZIR

i are the coefficients of the series expansion of
ZIR in powers of ↵/(4⇡).

The IR poles structure in Eqs. (17), reconstructed
starting from the tree-level and one-loop amplitudes, is
in perfect agreement with the one obtained starting from
Eq. (14c) and directly calculating the two-loop diagrams.
This provides a non trivial test of the complete two-loop
calculation.

Results – The analytic results of the interference contri-
butions M

(1) and M
(2) are given as Laurent series in ✏

M
(1) =

M
(1)
�2

✏2
+
M

(1)
�1

✏
+M

(1)
0 +M

(1)
1 ✏+O(✏2) , (18a)

M
(2) =

M
(2)
�4

✏4
+ . . .+

M
(2)
�1

✏
+M

(2)
0 +O(✏) . (18b)

The analytical expression of M(1) is computed both in
the non-physical region, and in the pair production region,
s > 4M2, t < 0. The latter is required to predict the
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Monte Carlo implementation for CS

‣ GENEVA [Alioli,Bauer,Berggren,Tackmann, Walsh `15], [Alioli,Bauer,Tackmann,Guns `16], [Alioli,Broggio,Lim, Kallweit,Rottoli 
`19],[Alioli,Broggio,Gavardi,Lim,Nagar,Napoletano,Kallweit,Rottoli `20-`21] employs IR-finite definition of events 
based on resolution parameters         and           (for colour singlet production)

IR-safe definitions of events beyond leading-order

Fisrt step of any NNLO+PS: an IR safe definition of events with up to two extra
emissions. Using 0-jet and 1-jet resolution parameters for color singlets

I Emissions below T
cut

N
are unresolved ( i.e. integrated over) and the kinematic

considered is the one of the event before the extra emission(s).
I Emissions above T

cut

N
are retained and the kinematics is fully specified.

An M-parton event is considered a N-jet event, N  M , fully differential in �N

• power corrections in T
cut

N
due to phase-space projection.

• vanish for IR-safe observables as T
cut

N
! 0

Iterating the procedure, the phase space is sliced into jet-bins

Different choices are possible for the resolution parameters. Assume zero- and
one-jettiness if not explicitly stated. Simone Alioli | GENEVA | CERN TH WS 1/7/2020 | page 4

T cut
0

where the convolution between the di↵erent functions is written in schematic form. The

scale setting procedure will be explained in the next section where we will introduce the

profile functions which are employed to switch-o↵ resummation outside its kinematical

range of validity. At NNLL0 accuracy, we need to know the boundary conditions of the

evolutions, namely the hard, beam and soft functions up to NNLO accuracy, and the

cusp(non-cusp) anomalous dimensions up to three(two)-loop order. The expressions for the

anomalous dimensions to the required order can be found in [21, 48–51]. The gluon fusion

channel contribution is included in the present calculation only at fixed-order accuracy.

We leave for future work the resummation of this channel.

4 Implementation within the Geneva framework

In this section we briefly review the Geneva framework and present the implementation

of the diphoton production process within this Monte Carlo code by highlighting the main

di↵erences compared to the previous processes such as Drell-Yan [40] and HV production

[42]. We refer to [39, 40, 42] for more details on the general features of the Geneva method.

An event generator produces N -jet physical events where all of the IR divergences are

canceled on an event-by-event basis. TN is used as the N -jet resolution variable which

defines the Geneva Monte Carlo (MC) cross sections by including the contributions of all

the unresolved emissions below a certain resolution cuto↵ TN < T
cut

N
. In the present case,

exclusive cross sections for events with 0, 1 and 2 jets are defined by employing cuts on the

T0 and T1 resolution variables as

�0 events:
d�mc

0

d�0

(T cut

0 ) ,

�1 events:
d�mc

1

d�1

(T0 > T
cut

0 ; T cut

1 ) ,

�2 events:
d�mc

�2

d�2

(T0 > T
cut

0 , T1 > T
cut

1 ) . (4.1)

The jet definition used here, contrary to an ordinary jet algorithm, depends on a phase

space map �N (�M ) (with N  M) which projects the M -body phase space unresolved

emissions onto �N points. Using (4.1) the cross section for a generic observable X is

written as

�(X) =

Z
d�0

d�mc

0

d�0

(T cut

0 )MX(�0)

+

Z
d�1
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1

d�1
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1 )MX(�1)
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Z
d�2
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�2
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(T0 > T
cut

0 , T1 > T
cut

1 )MX(�2) , (4.2)

where MX(�N ) is the measurement function that computes the observable X for the N -

parton final state point �N . The above defined cross section is not equivalent to a fixed

order calculation. Indeed for any unresolved emission the observable is computed on the

projected point �N (�M ) rather than the exact �M point. However the di↵erence vanishes

– 7 –

T cut
1

‣ When we take                   , large logarithms of          ,        appear and need to be resummed 

‣ Including the higher-order resummation will improve the accuracy of the predictions across 
the whole spectrum

TNT cut
NT cut

N ! 0
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N LL Resummation: hard anomalous dimension3

For every channel ( , , ,…), hard anomalous dimension has the form [T. Becher and M. Neubert 1908.11379]qq̄g qgq ggg

4-loops

3-loops

 and  start at  and  computed in [Henn, Korchemsky, Mistlberger 1911.10174], [Von Manteuffel, 

Panzer, Schabinger 2002.04617]. Evaluated these contributions as functions of  using the colour space formalism
f(αs) gR(αs) 𝒪(α3

s ) 𝒪(α4
s )

Nc

3 Reduction to symmetrized color structures

One can further simplify the connected webs shown in Figure 2 by symmetrizing the attach-
ments to the Wilson lines, as we did in [11]. Explicitly, the corresponding symmetrized color
structures are (sums over repeated color indices are implied)1

Dij = T
a
i T

a
j ≡ Ti · Tj , starting at one-loop order,

Tijk = ifabc
(
T

a
i T

b
j T

c
k

)
+
, starting at two-loop order,

Tijkl = fadef bce
(
T

a
i T

b
j T

c
kT

d
l

)
+
, starting at three-loop order,

DR
ijkl = dabcdR T

a
i T

b
j T

c
kT

d
l , starting at four-loop order,

Tijklm = ifadff bcgf efg
(
T

a
i T

b
j T

c
kT

d
l T

e
m

)
+
, starting at four-loop order.

(20)

Here

da1...anR = TrR
(
T

a1 . . .T an
)
+
≡

1

n!

∑

π

Tr
(
T

aπ(1)

R . . .T
aπ(n)

R

)
(21)

are symmetric invariant tensors given in terms of traces over symmetrized products of group
generators in the representation R. The (. . . )+ prescription only acts on generators attached to
the same particle line, e.g. Tijij = fadef bce (T a

i T
c
i )+(T

b
j T

d
j )+ for i ̸= j. For the structures Dij...

there is no need to write a (. . . )+ prescription, because they are totally symmetric in their color
indices. Note that (at least up to four-loop order) symmetric structures with an odd number of
indices do not arise. In particular, the color-symmetric three-gluon web dabcR T a

i T
b
j T

c
k does not

appear in perturbative calculations of the three-gluon vertex function up to four-loop order
[38–40]. In [40], an argument based on Bose symmetry and charge-conjugation invariance was
given that this should hold to all orders in perturbation theory.

While the color structures Dij and DR
ijkl are totally symmetric in their indices, the various

T structures have more complicated symmetry properties. Tijk is totally antisymmetric in its
indices, and it vanishes if two or three indices coincide. The structure Tijkl obeys the same
symmetry relations as the conformal cross ratios βijkl in (6), i.e.

Tijkl = Tjilk = −Tikjl = −Tljki = Tklij . (22)

It vanishes if three or four indices coincide. For two identical indices, the non-vanishing
symbols are [11]

Tiijj = −Tijij = fadef bce
(
T

a
i T

b
i

)
+

(
T

c
j T

d
j

)
+
,

Tiijk = −Tijik = −Tjiki = Tjkii = fadef bce
(
T

a
i T

b
i

)
+
T

c
j T

d
k .

(23)

Useful identities for the 5-index symbol Tijklm have been derived in [21]. In particular, it
satisfies the relations

Tijklm = −Tikjlm = −Tljkim = −Tjilkm , (24)

1Compared with [21] we have included an extra factor of i in the definition of the 5-index symbol Tijklm.
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Using color conservation and symmetry properties of , we found the following relationsdabcd
R

Quartic Casimirs

2

calculation in order to extend the description of the one-
jettines spectrum also in regions where more than one
hard jet is present. In sec. III we discuss the details
of the implementation and present our results for the
one-jettiness distribution. We also study the nonsingular
contribution in di↵erent frames and provide predictions
matched to the appropriate fixed-order (FO) distribu-
tions. We finally draw our conclusions in sec. IV. Further
details about the derivation of the resummed results are
described in the appendices.

II. FACTORISATION AND RESUMMATION

A general factorisation formula for the N -jettiness dis-
tribution was derived in ref. [37, 38]. For the case of
one-jettiness in hadronic collisions it reads

d�

d�1dT1
=
X



H(�1, µ)

Z
dta dtb dsJ (2)

⇥ Ba
(ta, xa, µ) Bb

(tb, xb, µ) JJ
(sJ , µ)

⇥ S

✓
na · nJ , T1 �

ta

Qa

�
tb

Qb

�
sJ

QJ

, µ

◆
,

where xa,b = (QLJ/Ecm) exp{±YLJ} and QLJ is the in-
variant mass of the colour-singlet plus jet system (LJ).
The index set  ⌘ {a,b,J} runs over all allowed
partonic channels and a, b, J denote the individ-
ual parton types. �1 is the phase space for the LJ

system and na · nJ = (1 � cos ✓aJ) measures the an-
gle between the jet and the rightward beam direction
in the laboratory frame. In general, for L+jet pro-
duction all permitted partonic channels contribute, i.e.
a b J 2 {qq̄g, qgq, ggg, . . .}, where we have indicated
all the crossing and charge-conjugated processes within
the dots. For the pp ! (�⇤

/Z ! `
+
`
�) + jet + X

case we consider in this work, the qq̄g and qgq channels
(plus their crossing and charge-conjugated ones) appear
at Born level. The ggg channel instead begins to con-
tribute only at O(↵3

s
).

In eq. (2) the hard functions H are defined as the
square of the Wilson coe�cients of the e↵ective the-
ory operators defined in Soft-Collinear E↵ective Theory
(SCET). They can be obtained from the UV- and IR-
finite relevant amplitudes in full QCD. The beam Ba/b

and the jet JJ
functions describe collinear emissions

along the beam and jet directions respectively. The func-

tions S describe isotropic soft emissions from soft Wil-
son lines and depend on the angle between the beam and
jet directions.
When the hard, soft, beam and jet functions are eval-

uated at a common scale µ, large logarithms of the ratios
of disparate scales may arise, which spoil the convergence
of fixed-order perturbation theory. The resummation of
such logarithms is achieved through RG evolution in the
SCET framework. All the functions appearing in the
factorisation formula are evolved from their characteris-
tic energy scales (µX , X = H,S,B, J) to the common
scale µ by separately solving their associated RG evolu-
tion equations. The accuracy of the resummed predic-
tions is systematically improvable by including higher-
order terms in the fixed-order expansions of the hard,
soft, beam and jet functions as well as in their corre-
sponding anomalous dimensions. To achieve N3LL ac-
curacy one needs the boundary conditions of the hard,
soft, beam and jet functions up to two loops. The coef-
ficients of the scale-dependent and kinematic-dependent
logarithmic terms in the anomalous dimension and the
QCD beta function need to be evaluated up to four loops.
Finally, nonlogarithmic noncusp terms in the anomalous
dimension need to be evaluated up to three loops.
In the rest of this section we will present the functions

appearing in the factorisation formula (2) and their evo-
lution separately and derive the final resummed formula
in sec. IID.

A. Hard functions for pp ! (�⇤/Z ! `+`�) + jet

The hard function for the channel  satisfies the fol-
lowing RG equation (RGE)

d

d logµ
H(�1, µ) = �

H
(µ)H(�1, µ) , (3)

with �

H
(µ) = 2Re {�

C
(µ)}. Here we have already ex-

ploited the fact that for the colour-singlet plus jet pro-
duction process, the colour structure is trivial, i.e. the
anomalous dimensions of the Wilson coe�cient �

C
(µ) (or

equivalently the anomalous dimension of the hard func-
tion �

H
(µ)) is diagonal in colour space, as we show below.

For ease of notation we use in this section the abbrevia-
tions a = a, b = b and c = J . Writing the anomalous
dimension �

C
(µ) in full generality as a matrix in colour

space and using its explicit expression up to N3LL given
in ref. [31], we find
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C
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+ 4DR

iiij

�
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µ
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(�sij � i0)

�
+O(↵5

s
) , (4)

3

where the sums run over all the external hard parton
pairs with i 6= j and Ci is the quadratic Casimir invari-
ant for the parton i in the colour representation Ri. The
symbol ‘1’ denotes the identity element in colour space.
The cusp �cusp(↵s) and noncusp �

i

C
(↵s) anomalous di-

mensions are given in App. A of ref. [31] for both quark
and gluon cases.1 We have �cusp(↵s) =

P
1

n=0

�
↵s

4⇡

�n
�n,

with �n the universal cusp anomalous dimension coe�-
cients. The symmetrised colour structures that appear
in eq. (4) are defined as
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f
bce(T a

i
T b

j
T c

k
T d

l
)+ ,
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ijkl
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, (5)
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the normalised sum of all possible permutations ⇡ of the
n colour operators and
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=
1

n!
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Tr
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. (6)

The functions f(↵s) and g
R(↵s) (R = F for the funda-

mental and R = A for the adjoint representation) start at
O(↵3

s
) and O(↵4

s
) respectively. The explicit expressions

can be derived from ref. [31–33]; we report them below
for completeness
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.

It is possible to show using colour conservation rela-
tions (

P
i=a,b,c

T i|Mi = 0) and the symmetry properties

of dabcd
R

that a symmetric combination of the term pro-
portional to g

R(↵s) can be rewritten in terms of quartic
Casimirs

C4(Ri, R) =
d
abcd

Ri
d
abcd

R

NRi

⌘ DiR , (8)

associated to the external legs, where NRi
is the dimen-

sion of the colour representation Ri (i.e. NF = Nc and

1 In the notation of ref. [31] they read �cusp(↵s) ⌘ �cusp(↵s) and
�i
C(↵s) ⌘ �i(↵s).

NA = N
2
c
� 1 for the fundamental and adjoint represen-

tations of SU(Nc) respectively). The explicit form of the
DiR is

DFF =
(N4

c
� 6N2

c
+ 18)(N2

c
� 1)

96N3
c

,

DFA =
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c
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c
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48
, (9)

DAF =
Nc(N2

c
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48
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DAA =
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2
c
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c
+ 36)

24
.

Similar relations can also be found by exploiting consis-
tency relations among anomalous dimensions. Explicitly,
when acting on the colour states we find

3
�
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iijj
+ DR

jjii
) + 4

�
DR

iiij
+ DR

jjji

�

= (DkR �DiR �DjR) 1 , (10)

where i 6= j 6= k. These relations have a similar
structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2

c
� T 2

a
� T 2

b
]/2. The only relevant dif-

ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
of the hard anomalous dimension in eq. (4) can be further
simplified and rewritten in terms of quartic Casimirs. In
order to do so we define
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We also introduce an arbitrary hard scale Q to separate
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By analogy to the quadratic case, we also define the sum
of the quartic Casimirs of the external coloured legs as
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where the sums run over all the external hard parton
pairs with i 6= j and Ci is the quadratic Casimir invari-
ant for the parton i in the colour representation Ri. The
symbol ‘1’ denotes the identity element in colour space.
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.
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tions (

P
i=a,b,c

T i|Mi = 0) and the symmetry properties

of dabcd
R

that a symmetric combination of the term pro-
portional to g

R(↵s) can be rewritten in terms of quartic
Casimirs

C4(Ri, R) =
d
abcd

Ri
d
abcd

R

NRi

⌘ DiR , (8)

associated to the external legs, where NRi
is the dimen-

sion of the colour representation Ri (i.e. NF = Nc and

1 In the notation of ref. [31] they read �cusp(↵s) ⌘ �cusp(↵s) and
�i
C(↵s) ⌘ �i(↵s).

NA = N
2
c
� 1 for the fundamental and adjoint represen-

tations of SU(Nc) respectively). The explicit form of the
DiR is

DFF =
(N4

c
� 6N2

c
+ 18)(N2

c
� 1)

96N3
c

,

DFA =
(N2

c
+ 6)(N2

c
� 1)

48
, (9)

DAF =
Nc(N2

c
+ 6)

48
,

DAA =
N

2
c
(N2

c
+ 36)

24
.

Similar relations can also be found by exploiting consis-
tency relations among anomalous dimensions. Explicitly,
when acting on the colour states we find

3
�
DR

iijj
+ DR

jjii
) + 4

�
DR

iiij
+ DR

jjji

�

= (DkR �DiR �DjR) 1 , (10)

where i 6= j 6= k. These relations have a similar
structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2

c
� T 2

a
� T 2

b
]/2. The only relevant dif-

ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
of the hard anomalous dimension in eq. (4) can be further
simplified and rewritten in terms of quartic Casimirs. In
order to do so we define

c̄
 = c



s
+ c



u
+ c



t
= �(Ca + Cb + Cc)/2 , (11)

c̄


L
= c



s
Ls + c



u
Lu + c



t
Lt , (12)

with

c


s
= T a · T b , c



u
= T b · T c , c



t
= T a · T c . (13)

We also introduce an arbitrary hard scale Q to separate
the cusp and noncusp terms and use the abbreviations

Ls = ln
�sab � i0

Q2
= ln

sab

Q2
� i⇡ ,

Lu = ln
sbc

Q2
, Lt = ln

sac

Q2
.

By analogy to the quadratic case, we also define the sum
of the quartic Casimirs of the external coloured legs as

c̄
, R

4
= DaR +DbR +DcR . (14)

For the quartic Casimir terms the kinematic dependence
is encoded by

c̄
, R

4, L
⌘ c

, R

4, s
Ls + c

, R

4, u
Lu + c

, R

4, t
Lt , (15)

3

where the sums run over all the external hard parton
pairs with i 6= j and Ci is the quadratic Casimir invari-
ant for the parton i in the colour representation Ri. The
symbol ‘1’ denotes the identity element in colour space.
The cusp �cusp(↵s) and noncusp �

i

C
(↵s) anomalous di-

mensions are given in App. A of ref. [31] for both quark
and gluon cases.1 We have �cusp(↵s) =

P
1

n=0

�
↵s

4⇡

�n
�n,

with �n the universal cusp anomalous dimension coe�-
cients. The symmetrised colour structures that appear
in eq. (4) are defined as

Tijkl = f
ade

f
bce(T a

i
T b

j
T c

k
T d

l
)+ ,

DR

ijkl
= d

abcd

R
T a

i
T b

j
T c

k
T d

l
, (5)

where
�
T a1

i1
. . .T an

in

�
+

⌘
1

n!

P
⇡

T
a⇡(a)

i⇡(1)
. . .T

a⇡(n)

i⇡(n)
denotes

the normalised sum of all possible permutations ⇡ of the
n colour operators and

d
a1...an

R
= TrR(T

a1 . . .T an)+

=
1

n!

X

⇡

Tr
�
T

a⇡(1)

R
. . .T

a⇡(n)

R

�
. (6)

The functions f(↵s) and g
R(↵s) (R = F for the funda-

mental and R = A for the adjoint representation) start at
O(↵3

s
) and O(↵4

s
) respectively. The explicit expressions

can be derived from ref. [31–33]; we report them below
for completeness

f(↵s) = 16
�
⇣5 + 2⇣2⇣3

� ⇣
↵s

4⇡

⌘3

+O(↵4

s
)

g
F (↵s) = TF nf

✓
128⇡2

3
�

256⇣3
3

�
1280⇣5

3

◆⇣
↵s

4⇡

⌘4

+O(↵5

s
) (7)

g
A(↵s) =

✓
�64 ⇣2 �

3968

35
⇣
3

2
+

64

3
⇣3 � 192 ⇣2

3

+
1760

3
⇣5

◆⇣
↵s

4⇡

⌘4

+O(↵5

s
) .

The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.

It is possible to show using colour conservation rela-
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Similar relations can also be found by exploiting consis-
tency relations among anomalous dimensions. Explicitly,
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ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
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simplified and rewritten in terms of quartic Casimirs. In
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.
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tions (

P
i=a,b,c

T i|Mi = 0) and the symmetry properties

of dabcd
R

that a symmetric combination of the term pro-
portional to g

R(↵s) can be rewritten in terms of quartic
Casimirs

C4(Ri, R) =
d
abcd

Ri
d
abcd

R

NRi

⌘ DiR , (8)

associated to the external legs, where NRi
is the dimen-

sion of the colour representation Ri (i.e. NF = Nc and

1 In the notation of ref. [31] they read �cusp(↵s) ⌘ �cusp(↵s) and
�i
C(↵s) ⌘ �i(↵s).

NA = N
2
c
� 1 for the fundamental and adjoint represen-

tations of SU(Nc) respectively). The explicit form of the
DiR is

DFF =
(N4

c
� 6N2

c
+ 18)(N2

c
� 1)

96N3
c

,

DFA =
(N2

c
+ 6)(N2

c
� 1)

48
, (9)

DAF =
Nc(N2

c
+ 6)

48
,

DAA =
N

2
c
(N2

c
+ 36)

24
.

Similar relations can also be found by exploiting consis-
tency relations among anomalous dimensions. Explicitly,
when acting on the colour states we find

3
�
DR

iijj
+ DR

jjii
) + 4

�
DR

iiij
+ DR

jjji

�

= (DkR �DiR �DjR) 1 , (10)

where i 6= j 6= k. These relations have a similar
structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2

c
� T 2

a
� T 2

b
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ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.

It is possible to show using colour conservation rela-
tions (
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structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2
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]/2. The only relevant dif-

ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.
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have verified that these relations hold by directly evalu-
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possible colour states in the colour-space formalism. We
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package [39].
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for completeness
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.

It is possible to show using colour conservation rela-
tions (

P
i=a,b,c

T i|Mi = 0) and the symmetry properties

of dabcd
R

that a symmetric combination of the term pro-
portional to g

R(↵s) can be rewritten in terms of quartic
Casimirs

C4(Ri, R) =
d
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NRi

⌘ DiR , (8)

associated to the external legs, where NRi
is the dimen-

sion of the colour representation Ri (i.e. NF = Nc and

1 In the notation of ref. [31] they read �cusp(↵s) ⌘ �cusp(↵s) and
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� 1 for the fundamental and adjoint represen-

tations of SU(Nc) respectively). The explicit form of the
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Similar relations can also be found by exploiting consis-
tency relations among anomalous dimensions. Explicitly,
when acting on the colour states we find
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= (DkR �DiR �DjR) 1 , (10)

where i 6= j 6= k. These relations have a similar
structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2

c
� T 2

a
� T 2

b
]/2. The only relevant dif-

ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
of the hard anomalous dimension in eq. (4) can be further
simplified and rewritten in terms of quartic Casimirs. In
order to do so we define
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We also introduce an arbitrary hard scale Q to separate
the cusp and noncusp terms and use the abbreviations

Ls = ln
�sab � i0

Q2
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, Lt = ln

sac

Q2
.

By analogy to the quadratic case, we also define the sum
of the quartic Casimirs of the external coloured legs as
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For the quartic Casimir terms the kinematic dependence
is encoded by
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where
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Using all the above definitions the anomalous dimension
of the Wilson coe�cient for each channel  can be written
in a fully diagonal form in colour space as
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where the last missing ingredient appearing in the non-
cusp anomalous dimensions is
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This again requires an explicit evaluation of the action
of the colour insertion operators on the possible colour
states. We remind the reader that for three coloured
partons the result of the colour insertion operators must
be diagonal and proportional to the identity by Schur’s
lemma. Therefore, we consider their action on the am-
plitude in colour space |Mi for each partonic channel .
The colour amplitude |Mi is the same for all quark chan-
nels, |Mi = t

a

ji
|i j ai where the ta

ji
are the Gell-Mann ma-

trices and the quantum numbers i (j) denote the colour
of the quark (antiquark) and a that of the gluon respec-
tively. We proceed by calculating separately for each
channel the action of the colour operators as a function
of the number of colours Nc. For  = qq̄g we find
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where we used the abbreviation hTijkli ⌘ hM|Tijkl|Mi
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The normalisation factor corresponds to the colour factor
of the Born amplitude hM|Mi = CFNc.

For the  = qgq channel it is crucial to properly take
into account whether the quark is in the initial state or in
the final state, since it uniquely defines the action of the
colour operators on the colour states. We do so by using
the notation qi (qf ) for the initial (final) state quark. We
find
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Finally, the  = q̄gq̄ can be obtained trivially from the
 = qgq results simply by applying charge conjugation
and replacing the quark with an antiquark. Some of these
colour factors also appear in the calculation of the thresh-
old three-loop soft function in ref. [40], for which we find
complete agreement.

Everything is now in place to write the solution of the
RGE for the hard Wilson coe�cient. Indicating with
µH its canonical scale, the evolution kernel for the hard
function U


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Finally, the  = q̄gq̄ can be obtained trivially from the
 = qgq results simply by applying charge conjugation
and replacing the quark with an antiquark. Some of these
colour factors also appear in the calculation of the thresh-
old three-loop soft function in ref. [40], for which we find
complete agreement.

Everything is now in place to write the solution of the
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where the sums run over all the external hard parton
pairs with i 6= j and Ci is the quadratic Casimir invari-
ant for the parton i in the colour representation Ri. The
symbol ‘1’ denotes the identity element in colour space.
The cusp �cusp(↵s) and noncusp �

i

C
(↵s) anomalous di-

mensions are given in App. A of ref. [31] for both quark
and gluon cases.1 We have �cusp(↵s) =
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4⇡

�n
�n,

with �n the universal cusp anomalous dimension coe�-
cients. The symmetrised colour structures that appear
in eq. (4) are defined as
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The functions f(↵s) and g
R(↵s) (R = F for the funda-

mental and R = A for the adjoint representation) start at
O(↵3

s
) and O(↵4

s
) respectively. The explicit expressions

can be derived from ref. [31–33]; we report them below
for completeness

f(↵s) = 16
�
⇣5 + 2⇣2⇣3

� ⇣
↵s

4⇡

⌘3

+O(↵4

s
)

g
F (↵s) = TF nf

✓
128⇡2

3
�

256⇣3
3

�
1280⇣5

3

◆⇣
↵s

4⇡

⌘4

+O(↵5

s
) (7)

g
A(↵s) =

✓
�64 ⇣2 �

3968

35
⇣
3

2
+

64

3
⇣3 � 192 ⇣2

3

+
1760

3
⇣5

◆⇣
↵s

4⇡

⌘4

+O(↵5

s
) .

The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.

It is possible to show using colour conservation rela-
tions (

P
i=a,b,c

T i|Mi = 0) and the symmetry properties

of dabcd
R

that a symmetric combination of the term pro-
portional to g

R(↵s) can be rewritten in terms of quartic
Casimirs
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associated to the external legs, where NRi
is the dimen-

sion of the colour representation Ri (i.e. NF = Nc and

1 In the notation of ref. [31] they read �cusp(↵s) ⌘ �cusp(↵s) and
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Similar relations can also be found by exploiting consis-
tency relations among anomalous dimensions. Explicitly,
when acting on the colour states we find
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where i 6= j 6= k. These relations have a similar
structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2
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]/2. The only relevant dif-

ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
of the hard anomalous dimension in eq. (4) can be further
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where the sums run over all the external hard parton
pairs with i 6= j and Ci is the quadratic Casimir invari-
ant for the parton i in the colour representation Ri. The
symbol ‘1’ denotes the identity element in colour space.
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.
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when acting on the colour states we find

3
�
DR

iijj
+ DR

jjii
) + 4

�
DR

iiij
+ DR

jjji

�

= (DkR �DiR �DjR) 1 , (10)
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ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
of the hard anomalous dimension in eq. (4) can be further
simplified and rewritten in terms of quartic Casimirs. In
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pairs with i 6= j and Ci is the quadratic Casimir invari-
ant for the parton i in the colour representation Ri. The
symbol ‘1’ denotes the identity element in colour space.
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.
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coloured partons one finds for example identities of the
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ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].
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where the sums run over all the external hard parton
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ant for the parton i in the colour representation Ri. The
symbol ‘1’ denotes the identity element in colour space.
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.

It is possible to show using colour conservation rela-
tions (
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where i 6= j 6= k. These relations have a similar
structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2
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]/2. The only relevant dif-

ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
of the hard anomalous dimension in eq. (4) can be further
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symbol ‘1’ denotes the identity element in colour space.
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The terms proportional to these functions start con-
tributing only at N3LL accuracy. In particular, similar to
the �cusp(↵s) case, gR(↵s) needs to be known one order
higher than f(↵s) since it multiplies a scale logarithm.
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structure to the quadratic Casimir case, where for three
coloured partons one finds for example identities of the
type T a · T b = [T 2
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]/2. The only relevant dif-

ference is the appearance of the index R which labels the
fundamental and adjoint representations. This is due to
the presence of di↵erent partons in the internal loops. We
have verified that these relations hold by directly evalu-
ating the action of the colour insertion operators on the
possible colour states in the colour-space formalism. We
have further checked these relations using the ColorMath
package [39].

By employing these expressions, the logarithmic term
of the hard anomalous dimension in eq. (4) can be further
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By analogy to the quadratic case, we also define the sum
of the quartic Casimirs of the external coloured legs as
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Using all the above definitions the anomalous dimension
of the Wilson coe�cient for each channel  can be written
in a fully diagonal form in colour space as
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cusp anomalous dimensions is
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This again requires an explicit evaluation of the action
of the colour insertion operators on the possible colour
states. We remind the reader that for three coloured
partons the result of the colour insertion operators must
be diagonal and proportional to the identity by Schur’s
lemma. Therefore, we consider their action on the am-
plitude in colour space |Mi for each partonic channel .
The colour amplitude |Mi is the same for all quark chan-
nels, |Mi = t

a

ji
|i j ai where the ta

ji
are the Gell-Mann ma-

trices and the quantum numbers i (j) denote the colour
of the quark (antiquark) and a that of the gluon respec-
tively. We proceed by calculating separately for each
channel the action of the colour operators as a function
of the number of colours Nc. For  = qq̄g we find
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The normalisation factor corresponds to the colour factor
of the Born amplitude hM|Mi = CFNc.

For the  = qgq channel it is crucial to properly take
into account whether the quark is in the initial state or in
the final state, since it uniquely defines the action of the
colour operators on the colour states. We do so by using
the notation qi (qf ) for the initial (final) state quark. We
find
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Finally, the  = q̄gq̄ can be obtained trivially from the
 = qgq results simply by applying charge conjugation
and replacing the quark with an antiquark. Some of these
colour factors also appear in the calculation of the thresh-
old three-loop soft function in ref. [40], for which we find
complete agreement.

Everything is now in place to write the solution of the
RGE for the hard Wilson coe�cient. Indicating with
µH its canonical scale, the evolution kernel for the hard
function U



H
(µH , µ) = |U



C
(µH , µ)|2 reads

U


H
(µH , µ) = exp


4 c̄K�cusp(µH , µ)� 4

✓ X

R=F,A

c̄
, R

4
KgR(µH , µ)

◆
� 2c̄⌘�cusp(µH , µ) ln

Q
2

µ
2

H

+ 2

✓ X

R=F,A

c̄
, R

4
⌘gR(µH , µ)

◆
ln

Q
2

µ
2

H

� 2Re {c̄
L
} ⌘�cusp(µH , µ) +

X

R=F,A

2Re
n
c̄
, R

4, L

o
⌘gR(µH , µ)

+ 2
X

i=a,b,c

K�
i

C

(µH , µ) + 2c
f
Kf (µH , µ)

�
, (23)

Kinematic dependent logs

N LL Resummation: hard anomalous dimension3
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µ
d

dµ
ln B̃a(&B , x, µ) = �2

⇥
Ca �cusp(↵s) + 2

X

R=F,A

DaR g
R(↵s)

⇤
ln
⇣
Qa&B

µ2

⌘
+ �

a

B
(↵s) , (34)

µ
d

dµ
ln J̃c(&J , µ) = �2

⇥
Cc �cusp(↵s) + 2

X

R=F,A

DcR g
R(↵s)

⇤
ln
⇣
QJ &J

µ2

⌘
+ �

c

J
(↵s) . (35)

The solutions of eqs. (34) and (35) yield the resummed beam and jet functions in Laplace space

B̃a(&B , x, µ) = exp
⇥
4CaK�cusp(µB , µ) + 8

X

R=F,A

DaR KgR(µB , µ) +K�
a

B
(µB , µ)

⇤
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, x, µB)

✓
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����
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P
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DaR ⌘
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(µB ,µ)]

, (36)

J̃c(&J , µ) = exp
⇥
4CcK�cusp(µJ , µ) + 8

X

R=F,A

DcR KgR(µJ , µ) +K�
c

J
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⇤
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P
R=F,A

DcR ⌘
gR

(µJ ,µ)]

, (37)

where they are evolved from their canonical scales µB and µJ to an arbitrary scale µ. By performing the inverse
Laplace transform, we obtain them in momentum space

Ba(t, x, µ) = exp
⇥
4CaK�cusp(µB , µ) + 8

X

R=F,A

DaR KgR(µB , µ) +K�
a

B
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⇤
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Jc(s, µ) = exp
⇥
4CcK�cusp(µJ , µ) + 8

X

R=F,A

DcR KgR(µJ , µ) +K�
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J
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P
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DcR ⌘
gR
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. (39)

Similar to the hard functions in eq. (26), the perturba-
tive components of the beam and jet functions admit an
expansion in terms of powers of the strong coupling con-
stant and perturbatively calculable coe�cients. For the
beam functions these have been recently calculated up
to N3LO [46, 48–51] while for the jet functions they have
been known for some time [52–58]. For our N3LL pre-
dictions we only need the beam and jet coe�cients up to
O(↵2

s
).

C. One-jettiness soft functions

The soft function for exclusive N -jet production
was first calculated at NLO in ref. [59]. There, re-
sults were presented for the fully di↵erential soft func-
tion in T

i

N
, where i labels the beam and jet regions,

i = a, b, J1, . . . , JN . In our case, the NLO soft function
appearing in eq. (2) can be obtained from these results
by specifying N = 1 and projecting the soft momenta

Beam and Jet functions in Laplace space:

8

while at O(↵s) they have been analytically calculated for
arbitrary N and distance measures Qi in ref. [59]. In the
case of one-jettiness they read

s
 (1) =2c

s

⇥
L
2

ab
�

⇡
2

6
+ 2(Iab,c + Iba,c)

⇤

+ 2c
t

⇥
L
2

ac
�

⇡
2

6
+ 2(Iac,b + Ica,b)

⇤
(50)

+ 2c
u

⇥
L
2

bc
�

⇡
2

6
+ 2(Ibc,a + Icb,a)

⇤
,

where we use the abbreviation for the finite integrals

Iij,m ⌘ I0

⇣
ŝjm

ŝij
,
ŝim

ŝij

⌘
ln

ŝjm

ŝij
+ I1

⇣
ŝjm

ŝij
,
ŝim

ŝij

⌘
, (51)

with expressions for I0,1(↵,�) given in ref. [59]. In our
predictions we evaluate eq. (50) for each phase space
point on-the-fly in the corresponding reference frame.

The O(↵2
s
) boundary term s

 (2) was evaluated in
ref. [34, 35] in the LAB frame, where the parameters
⇢i = 1. The result is numeric, and the authors of ref. [35]
provide useful fit functions for the complete NNLO cor-
rection for all partonic channels. Nevertheless, in this
work, we use a new evaluation of the soft function per-
formed by a subset of the authors of ref. [36]. This calcu-
lation is based on an extension of the SoftSERVE frame-
work [61–63] to soft functions with an arbitrary num-
ber of light-like Wilson lines. This approach relies on a
universal parameterisation of the phase-space integrals,
which is used to isolate the singularities of the soft func-
tion in Laplace space. The observable-dependent inte-
grations are then performed numerically.

The soft function in the CS frame is then related to
that in the LAB frame by a boost along the beam direc-
tion. While the invariants ni · nj are frame-independent,
the soft function implicitly depends on the quantities ŝij
defined in eq. (46), which are frame-dependent. Specifi-
cally, in the LAB and CS frame they are related by

ŝ
LAB

ab
= ŝ

CS

ab
= 1 , ŝ

LAB

aJ
=

na · nJ

2
= ⇢a⇢J ŝ

CS

aJ
, (52)

which implies that events with moderately sized ŝ
CS

aJ
may

require us to evaluate the LAB-frame soft function at
exceedingly small values of ŝLAB

aJ
, depending on the size of

the boost-induced factor ⇢a⇢J . We therefore supplement
our numerical calculation with analytic results that can
be derived in the asymptotic limit of a jet approaching
one of the beam directions, i.e. where ŝ

LAB

aJ
⌧ 1 (or

ŝ
LAB

bJ
⌧ 1), to leading power in ŝ

LAB

aJ
(ŝLAB

bJ
) (details will

be given in ref. [36]).
Specifically, we use the symmetry of the soft function

under the exchange of the two beam directions to restrict
the phase space to configurations with ŝ

LAB

aJ
 1/2. We

then divide the phase space into four regions with ŝ
LAB

aJ


10�12, ŝ
LAB

aJ
2 [10�12

, 10�8], ŝ
LAB

aJ
2 [10�8

, 10�4], and
ŝ
LAB

aJ
2 [10�4

, 1/2]. In the first region we use the novel
analytic leading-power expressions. As power corrections

are expected to scale as O(
q

ŝ
LAB

aJ
) (modulo logarithms),

this means that the accuracy of the leading-power ap-
proximation should be at sub-percent level in this region.
For the remaining three regions, we construct Chebyshev
interpolations of numerical grids, consisting of 4, 9 and
43 sampling points respectively, directly in Laplace space.
We construct these interpolations for each interval sepa-
rately before putting them together.
Following similar considerations as in sec. II B, we now

turn to the resummed soft function in Laplace space
which is defined as

S̃
(&S , µ) =

Z
dT s

1
e
�T

s

1 /(e
�E &S)

S
(T s

1
, µ) , (53)

and satisfies the multiplicative RGE

µ
d

dµ
ln S̃(&S , µ) = (54)
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4,u
Lbc

��
.

The solution of eq. (54) is given by

S̃
(&S , µ) = exp

n
2
�
c


s
Lab + c
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t
Lac + c



u
Lbc

�
⌘�cusp(µS , µ)� 2

X
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4, s
Lab + c

,R

4,t
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�
⌘gR(µS , µ)

+ 4 c̄K�cusp(µS , µ)� 4
X

R=F,A

c̄
,R

4
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

S
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����
⌘S=�2 c̄ ⌘�cusp (µS ,µ)+2
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4 ⌘
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, (55)
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while at O(↵s) they have been analytically calculated for
arbitrary N and distance measures Qi in ref. [59]. In the
case of one-jettiness they read

s
 (1) =2c

s

⇥
L
2

ab
�

⇡
2

6
+ 2(Iab,c + Iba,c)

⇤

+ 2c
t

⇥
L
2

ac
�

⇡
2

6
+ 2(Iac,b + Ica,b)

⇤
(50)

+ 2c
u

⇥
L
2

bc
�

⇡
2

6
+ 2(Ibc,a + Icb,a)

⇤
,

where we use the abbreviation for the finite integrals

Iij,m ⌘ I0

⇣
ŝjm

ŝij
,
ŝim

ŝij

⌘
ln

ŝjm

ŝij
+ I1

⇣
ŝjm

ŝij
,
ŝim

ŝij

⌘
, (51)

with expressions for I0,1(↵,�) given in ref. [59]. In our
predictions we evaluate eq. (50) for each phase space
point on-the-fly in the corresponding reference frame.

The O(↵2
s
) boundary term s

 (2) was evaluated in
ref. [34, 35] in the LAB frame, where the parameters
⇢i = 1. The result is numeric, and the authors of ref. [35]
provide useful fit functions for the complete NNLO cor-
rection for all partonic channels. Nevertheless, in this
work, we use a new evaluation of the soft function per-
formed by a subset of the authors of ref. [36]. This calcu-
lation is based on an extension of the SoftSERVE frame-
work [61–63] to soft functions with an arbitrary num-
ber of light-like Wilson lines. This approach relies on a
universal parameterisation of the phase-space integrals,
which is used to isolate the singularities of the soft func-
tion in Laplace space. The observable-dependent inte-
grations are then performed numerically.

The soft function in the CS frame is then related to
that in the LAB frame by a boost along the beam direc-
tion. While the invariants ni · nj are frame-independent,
the soft function implicitly depends on the quantities ŝij
defined in eq. (46), which are frame-dependent. Specifi-
cally, in the LAB and CS frame they are related by

ŝ
LAB

ab
= ŝ

CS

ab
= 1 , ŝ

LAB

aJ
=

na · nJ

2
= ⇢a⇢J ŝ

CS

aJ
, (52)

which implies that events with moderately sized ŝ
CS

aJ
may

require us to evaluate the LAB-frame soft function at
exceedingly small values of ŝLAB

aJ
, depending on the size of

the boost-induced factor ⇢a⇢J . We therefore supplement
our numerical calculation with analytic results that can
be derived in the asymptotic limit of a jet approaching
one of the beam directions, i.e. where ŝ

LAB

aJ
⌧ 1 (or

ŝ
LAB

bJ
⌧ 1), to leading power in ŝ

LAB

aJ
(ŝLAB

bJ
) (details will

be given in ref. [36]).
Specifically, we use the symmetry of the soft function

under the exchange of the two beam directions to restrict
the phase space to configurations with ŝ

LAB

aJ
 1/2. We

then divide the phase space into four regions with ŝ
LAB

aJ


10�12, ŝ
LAB

aJ
2 [10�12

, 10�8], ŝ
LAB

aJ
2 [10�8

, 10�4], and
ŝ
LAB

aJ
2 [10�4

, 1/2]. In the first region we use the novel
analytic leading-power expressions. As power corrections

are expected to scale as O(
q

ŝ
LAB

aJ
) (modulo logarithms),

this means that the accuracy of the leading-power ap-
proximation should be at sub-percent level in this region.
For the remaining three regions, we construct Chebyshev
interpolations of numerical grids, consisting of 4, 9 and
43 sampling points respectively, directly in Laplace space.
We construct these interpolations for each interval sepa-
rately before putting them together.
Following similar considerations as in sec. II B, we now

turn to the resummed soft function in Laplace space
which is defined as

S̃
(&S , µ) =

Z
dT s

1
e
�T

s

1 /(e
�E &S)

S
(T s

1
, µ) , (53)

and satisfies the multiplicative RGE
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The solution of eq. (54) is given by

S̃
(&S , µ) = exp
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Soft functions in Laplace space:

The soft functions depend on  which are frame dependent̂sij =
2 qi ⋅ qj

Qi Qj
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while at O(↵s) they have been analytically calculated for
arbitrary N and distance measures Qi in ref. [59]. In the
case of one-jettiness they read

s
 (1) =2c

s
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2
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(50)

+ 2c
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,

where we use the abbreviation for the finite integrals

Iij,m ⌘ I0

⇣
ŝjm
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,
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ŝij

⌘
ln
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ŝij
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,
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, (51)

with expressions for I0,1(↵,�) given in ref. [59]. In our
predictions we evaluate eq. (50) for each phase space
point on-the-fly in the corresponding reference frame.

The O(↵2
s
) boundary term s

 (2) was evaluated in
ref. [34, 35] in the LAB frame, where the parameters
⇢i = 1. The result is numeric, and the authors of ref. [35]
provide useful fit functions for the complete NNLO cor-
rection for all partonic channels. Nevertheless, in this
work, we use a new evaluation of the soft function per-
formed by a subset of the authors of ref. [36]. This calcu-
lation is based on an extension of the SoftSERVE frame-
work [61–63] to soft functions with an arbitrary num-
ber of light-like Wilson lines. This approach relies on a
universal parameterisation of the phase-space integrals,
which is used to isolate the singularities of the soft func-
tion in Laplace space. The observable-dependent inte-
grations are then performed numerically.

The soft function in the CS frame is then related to
that in the LAB frame by a boost along the beam direc-
tion. While the invariants ni · nj are frame-independent,
the soft function implicitly depends on the quantities ŝij
defined in eq. (46), which are frame-dependent. Specifi-
cally, in the LAB and CS frame they are related by

ŝ
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ab
= ŝ

CS

ab
= 1 , ŝ

LAB

aJ
=

na · nJ

2
= ⇢a⇢J ŝ

CS

aJ
, (52)

which implies that events with moderately sized ŝ
CS

aJ
may

require us to evaluate the LAB-frame soft function at
exceedingly small values of ŝLAB

aJ
, depending on the size of

the boost-induced factor ⇢a⇢J . We therefore supplement
our numerical calculation with analytic results that can
be derived in the asymptotic limit of a jet approaching
one of the beam directions, i.e. where ŝ

LAB

aJ
⌧ 1 (or

ŝ
LAB

bJ
⌧ 1), to leading power in ŝ

LAB

aJ
(ŝLAB

bJ
) (details will

be given in ref. [36]).
Specifically, we use the symmetry of the soft function

under the exchange of the two beam directions to restrict
the phase space to configurations with ŝ

LAB

aJ
 1/2. We

then divide the phase space into four regions with ŝ
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2 [10�12

, 10�8], ŝ
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2 [10�8

, 10�4], and
ŝ
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2 [10�4

, 1/2]. In the first region we use the novel
analytic leading-power expressions. As power corrections

are expected to scale as O(
q

ŝ
LAB

aJ
) (modulo logarithms),

this means that the accuracy of the leading-power ap-
proximation should be at sub-percent level in this region.
For the remaining three regions, we construct Chebyshev
interpolations of numerical grids, consisting of 4, 9 and
43 sampling points respectively, directly in Laplace space.
We construct these interpolations for each interval sepa-
rately before putting them together.
Following similar considerations as in sec. II B, we now

turn to the resummed soft function in Laplace space
which is defined as
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and satisfies the multiplicative RGE
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The solution of eq. (54) is given by
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Moderately sized  may require 
to evaluate the LAB-frame soft function 

at very small values of  depending on 
the boost factor 

̂sCS
aJ

̂sLAB
aJ

ρaρJ
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Combine the solutions to the RG equations for the hard, soft, beam and jet functions to obtain

where we defined

N LL formula3

9

and by performing the inverse transform we obtain it in momentum space
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D. Final resummed and matched formulae

Combining all the previous ingredients together and using the following definitions
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where ng is the total number of gluons and n
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the number of gluons in the final state, we arrive at the resummation
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In the previous equation all the KX and ⌘X evolution
functions are evaluated at N3LL accuracy and the bound-
ary terms of the hard, soft, beam and jet functions in the
second to last line are implicitly expanded up to relative
O(↵2

s
). The complete formula with the boundary terms

expanded out is presented in app. B.
While Sudakov logarithms at small T1 invalidate the

perturbative convergence and call for their resummation
at all orders, as T1 approaches the hard scale they are
no longer considered large. In this regime, the spectrum
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The latter are identically zero at lower orders since
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The hard function admits a perturbative expansion
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where di is the dimension of the colour representation of
parton i. Up to N3LL we only need the first two coe�-
cients. They can be extracted from the two-loop helicity
amplitudes calculated in ref. [41, 42], using the meth-
ods described in ref. [43]. In addition, we include the
one-loop axial corrections due to the di↵erence between
massive top and massless bottom triangle loops, which
were computed in ref. [44]. At present, our implemen-
tation neglects the O(↵3

s
) axial contributions to the qq̄g

and qgq channels, which have only been recently calcu-
lated in ref. [45]. Their contributions is expected to be
extremely small for the one-jettiness distribution.

We constructed the hard functions from the known
UV- and IR-finite helicity amplitudes for Z+jet [41–43],
adding the Z/�⇤ interference and the decay into massless
leptons, producing the final squared matrix elements
in an analytical form. They have been obtained by
rewriting products of spinor brackets in terms of the
kinematic invariants, writing them in terms of five
parity-even invariants and one parity-odd invariant
which is given by the contraction of the Levi-Civita
tensor with four of the external momenta. Since they
are too lengthy to be presented here, we refrain from

including them in the manuscript.

B. N-jettiness beam and jet functions

The beam and jet functions that enter eq. (2) are the
same in the factorisation formula for every N [38]. The
former can be written as convolutions of perturbatively
calculable kernels with the standard parton distribution
functions (PDFs). The beam and jet functions satisfy
the RGEs [37, 46]
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where a, c can be a quark or a gluon. Formulae for the
second beam function are easily obtained by substituting
a ! b. The anomalous dimensions in eqs. (27) and (28)
read
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where we denote the standard plus distributions by [47]
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where m is an integer equal to the mass dimension of x.
In order to solve both RGEs we find it convenient to cast
eqs. (27) and (28) in Laplace space, where momentum
convolutions turn into simple products. We denote the
Laplace space conjugate functions with a tilde
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where the measures Qa and QJ are those introduced in
the definition of T1 in eq. (1). The RGEs for the beam
and jet functions can be written as

Up to NNLL′￼
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D. Final resummed and matched formulae

Combining all the previous ingredients together and using the following definitions
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In the previous equation all the KX and ⌘X evolution
functions are evaluated at N3LL accuracy and the bound-
ary terms of the hard, soft, beam and jet functions in the
second to last line are implicitly expanded up to relative
O(↵2

s
). The complete formula with the boundary terms

expanded out is presented in app. B.
While Sudakov logarithms at small T1 invalidate the

perturbative convergence and call for their resummation
at all orders, as T1 approaches the hard scale they are
no longer considered large. In this regime, the spectrum
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D. Final resummed and matched formulae
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In the previous equation all the KX and ⌘X evolution
functions are evaluated at N3LL accuracy and the bound-
ary terms of the hard, soft, beam and jet functions in the
second to last line are implicitly expanded up to relative
O(↵2

s
). The complete formula with the boundary terms

expanded out is presented in app. B.
While Sudakov logarithms at small T1 invalidate the

perturbative convergence and call for their resummation
at all orders, as T1 approaches the hard scale they are
no longer considered large. In this regime, the spectrum


