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ALICE-HMPID %
Contributing institutes: :

* 80% University & INFN Bari (G. Volpe PL and G. De Cataldo deputy
PL)
* 20% CERN team

Participating institutes with in-kind contributions:

* Centro de Aplicaciones Tecnoldgicas y Desarrollo Nuclear
(CEADEN), Lavana, Cuba

* Wigner Inst. Budapest, Hungary.

* Dep. of Physics and CIT dept. of the University of Malta, Msida,
Malta;

7 RICH (Ring Imaging CHerenkov) modules

 ~1.3x1.3 m2 for a total Csl active area of ~¥11 m?

* (@ 30) ni/k identification in 1-3 GeV/c and protons in 1.5-5 Gev/c
momentum intervals;

* |n|<0.5




Detector status

CcF,, Radiator vessels

At the restarting of the operation this year two
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RO firmware update

In presence of back pressure, the processing of the X-ON/XOFF in HMP RO firmware (the line used by @QLTICE
FPL to flag the backpressure) needed to be improved.
From time to time this causes a link to stuck in busy.
Firmware has been modified and the problem has been fixed!
* No links busy experienced so far!! Event RO rate up to =18 KHz!!
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HMPID in O? !: l

Simulation and reconstruction ALICE
* HMPID geometry and hits creation = implemented and committed
* Implement aluminium absorbers in the detector geometry 2 implemented and committed
 Digitization from hits 2 implemented and committed
* Digit from raw data = implemented and committed
* Raw data simulation =2 implemented and committed
* Clusterization =2 implemented and committed
* Track matching and Cherenkov angle reconstruction =2 implemented and committed
 AO2D - implemented and committed
* Trigger simulation : to be implemented

Calibration
e calibration procedure for HMPID similar to that used in RUN1 and RUN2
* Pedestal calculation and CCDB writing workflow: implemented and committed
 Chamber gain and refractive index calibration and CCDB writing workflow: implemented and committed
* Usage of CCDB calibration objects in simulation and reconstruction: to be implemented
e DCS status word usage: to be implemented

Quality Control
* Sync QC: raw data task 2 implemented and committed

* Quality raw data checker = implemented - to be deployed
* Async QC: clusters and matching infos 2 implemented and committed
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HMPID in O?
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Absorbtion cross section measurement

Two aluminium absorbers were installed on front to HMPID chamber 2 and 4 for anti-deuteron inelastic absorbtion
Cross section measurements
* Implemented in the detector geometry in O?

Development of software tools for analysis of anti-
deuteron absorbtion cross section and pions, kaons,
protons and light nuclei momentum spectra.

Next: extend the analysis of the absorbtion cross section
also to pions, kaons and protons.
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Budget request (M&OB) for 2025

The HMPID will be brought at the surface and dismounted during 2026;
As from 2023 till 2025, the maintenance and interventions will be reduced at the minimum;
The total for 2026 is an estimate for the detector removal and dismounting ;

The expected increase of AO8 areas is just an estimate for the infrastructures in t#fe dismounting area.

Budget 2012| 2013 2014 2015 2016} 2017 2018 2019 2020/ 2021 2022 2023 202 2025 2026 C

A01 Mechanics : Comment from A1 till A11.3 : the HMPID will be brought:
A02 Gas Systems 25 15 10 15 15} 15 15 5 5 10 10 5 5 0 :
A03 Cooling i
Systems | : | |

AO4 FEE spares 6 1 1 1 1] 1 1 1 1 0 0 0 0
A05.1 Standard 1
Electronics LVHV H
PS 85 4 4 4 4 4 10 4 4 4 4 0 0
A05.2 Standard
Electronics Crates 2 1 1 1 1 1 1 1 1 0 0 0 0
A05.3 Standard i
Electronics R/O
modules

A06 Controls (DCS i
&DSS) 3 1.5 1.5 1.5 1.5§ 15| 1.5 1.5 15| [ 0 0 0
A07 Sub-Detector i
spares | H | i Z S -
A08 Areas 50 35 30 25 25; 25 25 20 15 10 10 5 5 10
A09 i
Communications 8 8 8 8 8§ 8 8 8 8 8 5 5] 5 0
A10 Store ltems 8| 8 8 8 8! 8 8 8 8 8 5 5 5 5
A11.1 Technical !
Manpower @
CERN: Industrial : 3
Support 10 5 10 5 5! 5 5 5 5 5 1 2 2 5/Comment from raw 1 to 15: the HMPID will be b,jfought att

A11.3 Technical
Manpower @
CERN from
Collaborating ;
Institutes 20 10 15 10 10; 10 10 10 10 5 15 2 2 5
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A11.2 Technical

e MI&OB = 20 kCHF (INFN) 4

5 kCHF (CERN)
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