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LHCb is taking data in upgrade conditions since May

Real Data are streamed LHCb Integrated Recorded Luminosity in pp by years 2010-2024
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Anticipated data taking

LHC modified is schedule to postpone
the technical stop by 4 weeks.

This sets additional strains on 2024
storage resources for all experiments
including LHCb.

Changes made to the 2024 and 2025 LHC Schedule

LHC Schedule
Version 1.0
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2025 LHC: 4-week YETS shift,

2024 Baseline LS3 start 19 weeks length maintained

4 55.11.2024

EYETS 24-25
19 weeks

37 weeks 32 weeks

Approved 10 April 2024

The additional physics time of the 2024 run goes to proton physics
The integrated luminosity target for 2024 was updated form 90 fb-! to 110 fb-!

03.06.2024 R. Steeren! berg | LHCP - 12th Large Hadron Collider Physics Conference 5

Recomputing the 2024 requests for the updated schedule LHCb is short of 20 PB of disk
(wrt. pledges) and 10 PB of tape (wrt. pledges).

LHCb will probably exceed tape pledges at CNAF significantly by the end of 2024.
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https://indico.cern.ch/event/1253590/contributions/5814442/attachments/2869113/5022764/rs20240603_LHCP_LHC_Report.pdf
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Disk 2023 2024

IS LHCb R s i .
recomm. recomm
. . Tier-0 215 215 258 174 174
Despite large disk overpledge from UK, Tier-1 707 598 652 572 542
Tier-2 391 434 492 319 394
Germany and France, LHCb got 10 PB less CPU| %0 21 % = &
than requested' Total 1363 1297 1402 1115 1110
Others 26
ey . Tier-0 303 30.3 234 30.6 30.6
The additional 4 weeks of datataking, oick [T @5 S47 352 €12 530
result into an additional 10 PB shortfall. ler2 1.0 £ S - =
Total 102.4 92.9 62.2 103.6 93.0
This will put strain on operations. Tier:0 o100 oio_ 378 N 1171 1170
Tape|Tier-1 1570 1337

Operations on disk at CNAF will be critical o 2 2 oA =

during the last part of the 2024.
Please take this warning into account when
planning CNAF operations for 2024 fall.
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Disk (~ | —

FTS Failures fledged
' ‘ for exhausted 174
Despit disk quota? 0

10 PB 394
Germ
8 PB - Failed Transfers by Channel

thanr » : : l:%'::‘==¢==g= urs from 2024-06-04 09:45 to 2024-06-05 09:45 UTC 1110

GGUS:167045 30.6
The a 478 | —— s
detailed in the

2 PB 2.4
result ! following

This w 28 |
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Last*
Opera =g
disk quota . L | ' ' e
d u ri n 11:00 13:00 15:00 17:00 19:00 21:00 23:00 01:00 03:00 05:00 07:00 09:00
== disk used
Max: 609, Average: 68.0, Current: 18.3
- d - k- L‘ Uffe rq uota O RAL-FAILOVER -> CNAF-BUFFER 15.5% W IN2P3-DST -> CNAF-ARCHIVE 3.9%
e a S e B SARA-FAILOVER -> CNAF-BUFFER 12.6% [ CNAF-BUFFER -> CNAF-RAW 33%
icksh Ay ca @ PIC-FAILOVER -> CNAF-BUFFER 10.9% M CERN-EOS-FAILOVER -> CNAF-BUFFER 13%
fan U t'k L'U”’: U:':d B GRIDKA-FAILOVER -> CNAF-BUFFER 10.6% M RAL-DST -> CNAF-DST 12%
. @ IN2P3-FAILOVER -> CNAF-BUFFER 95% @ PIC-FAILOVER -> CNAF-DST 12%
I B CNAF-FAILOVER -> CNAF-BUFFER 8.2% [0 GRIDKA-DST -> CNAF-ARCHIVE 0.9%
p a n n I B CERN-DAQ-EXPORT -> CNAF-RAW 5.2% M GRIDKA-FAILOVER -> CNAF-DST 0.9%
[0 CERN-DST-EOS -> CNAF-ARCHIVE 5.1% [ RAL-FAILOVER -> CNAF-DST 0.8%
@ RAL-DST -> CNAF-ARCHIVE 48% plus 19 more

Generated on 2024-06-05 07:57:44 UTC
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https://ggus.eu/index.php?mode=ticket_info&ticket_id=167045
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CPU

The use of CPU resources
is at nominal values

Job CPU efficiency by JobType (CNAF)
13 Weeks from Week 11 f 2024 to Week 24 of 2024

10¢
i
B [ ‘ ‘
80
'WGProduction
Total
Sprucing 60
Merge
MCSimulation L 40
MCReconstruction
MCMerge
20

MCFastSimulation

LbAPI

0
2024-03-25  2024-04-08  2024-04-22  2024-05-06  2024-05-20  2024-0Gdd3rated 20265DB6LE 18:10:42 UTC

o Anderlini

from DIRAC: CNAF (Tierl + Tier2)

CPU — CNAF (Tier1)

HSO06 & Pledge Ihcb

240K

220K

200K
180 K (
160K "”‘nﬁw*']”"" T‘-r*""‘r“r‘ “I*,- hrr[wﬁﬂlm\‘l ‘x
140K [ | ' o
120K [ f l ’\ h

|

100K |

0
0318 03/22 03/26 03/30 04/03 04/07 04/11 04115 04719 04/23 04/27 05/01 05/05 05/09 0513 0517 05/21 0525 05/29 06/02 06/06 06/10 06/14 06/18
Mean Last*  Max  Min

== hs06 159K 176K 210K 0

from DIRAC: all Tierl sites

Normalized CPU usage by JobType (CNAF)
13 Weeks from Week 11 of 2024 to Week 24 of 2024

Normalized CPU usage by JobType (T1 sites)
13 Weeks from Week 11 of 2024 to Week 24 of 2024
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Requests for 2025

The official exclusion of Russian collaborators, increased the %FTE of INFN.

New Beijing and Warsaw T1s reduced the pressure on Tape, but still missing tape at T1s is

the major risk (from computing operations): LHCb will request to INFN an overpledge.

Pledge '24 Request '25 Increment

CPU Tier-1 [HepScore24] 113430 173801 +60371
Disk Tier-1 [TB] 11561 20096 +8535

Tape Tier-1 (RRB) [TB] 25261 36483 +11222

Tape Tier-1 (overpledge) [TB] 9068 15432 +6364
CPU Tier-2 [HepScore24] 62595 97014 +34419

Lucio Anderlini Istituto Nazionale di Fisica Nucleare — Sezione di Firenze
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Data transfer problem

Total network utilization (IN)

FTS transfers continue to fail (GGUS:167045) due to o
the high rate of both POSIX and WebDAV accesses — T
StoRM WebDAV endpoints (which are also NSD GPFS soms [N .
servers) overloaded - : g“ "’:i e B
) Nfi%w@%%& i ¥ % 'ﬁ 5 ’3’5&.
The endpoints overload slows down WebDAV that — v e e avicms sesua
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q p g o }“MWM : -"’"'\: :: "" o wv\vf
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. 10 GB o3 ..1‘ ;
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Monitored efficiency inconsistency

With the migration to HTCondor 23, the Some HTCondor users have reported a weird
monitoring of the efficiency as measured behavior of RemoteUserCPU: it is often zero,
by DIRAC and Tierl@CNAF is inconsistent. preventing a meaningful measure of the efficiency.

Job CPU efficiency (CNAF)
13 Weeks from Week 11 of 2024 to Week 24 of 2024
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https://www-auth.cs.wisc.edu/lists/htcondor-users/2024-June/msg00066.shtml
https://www-auth.cs.wisc.edu/lists/htcondor-users/2024-June/msg00066.shtml

I (ecport LHCh L ...

ETF tests return to work

m HTCondor 23 stops to support GSI proxy authentication in favor to SSL
m LHCb ETF tests only available with proxy via GSI — HTC23-based CEs fail all tests
m LHCb now provides ETF tests also with tokens (thanks to Alexander Rogovskiy)

[LCG.CNAF.it] [HTCONDOR-CE] [ce01-htc.cr.cnaf.infn.it] Ihch:
[LCG.CNAF.it] [HTCONDOR-CE] [ce01-lhcb-t2.cr.cnaf.infn.it] Ihch:
[LCG.CNAF.it] [HTCONDOR-CE] [ce02-htc.cr.cnaf.infn.it] Ihch:
[LCG.CNAF.it] [HTCONDOR-CE] [ce03-htc.cr.cnaf.infn.it] Ihch:
[LCG.CNAF.it] [HTCONDOR-CE] [ce04-htc.cr.cnaf.infn.it] Ihch:
[LCG.CNAF.it] [HTCONDOR-CE] [ce05-htc.cr.cnaf.infn.it] Ihch:

[LCG.CNAF.it] [HTCONDOR-CE] [ce06-htc.cr.cnaf.infn.it] Ihch:

[LCG.CNAF.it] [HTCONDOR-CE] [ce07-htc.cr.cnaf.infn.it] Ihch:

Lucio Anderlini June 2024 CdG Tier 1 — 21 June 2024



I (ecport LHCh R

ETF tests return to work

m HTCondor 23 stops to support GSI proxy authentication in favor to SSL
m LHCb ETF tests only available with proxy via GSI — HTC23-based CEs fail all tests
m LHCb now provides ETF tests also with tokens (thanks to Alexander Rogovskiy)

CRITICAL OK

[LCG.CNAF.it] [HTCONDOR-CE] [ce01-Ihcb-t2.
DOWN T ORI QK

[LCG.CNAF.it] [HTCONDOR-CE] [ce02-htc.cr.c

CRITICAL CRITI(

[LCG.CNAF.if] [!

CEs based on HTC9 (before the migration
to HTC23) passed the ETF tests by relying
on GSI proxy authentication

CRITICAL CRITI(

[LCG.CNAF.i [!

CRITICAL CRITI( OK

[LCG.CNAF.it] [HTCONDOR-CE] [ce05-htc.cr.c

DOWNT

[LCG.CNAF.it] [HTCONDOR-CE] [ce06-htc.cr.c

IDOWNT1
[LCG.CNAF.it] [HTCONDOR-CE] [ce07-htc.cr.cnaf.infn.it] Ihch:

3 S 0\ TV E
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ETF tests return to work

m HTCondor 23 stops to support GSI proxy authentication in favor to SSL
m LHCb ETF tests only available with proxy via GSI — HTC23-based CEs fail all tests
m LHCb now provides ETF tests also with tokens (thanks to Alexander Rogovskiy)

[LCG.CNAF.it] [HTCONDOR-CE] [ce01-htc.cr.cnaf.infn.it] Ihch:

3 OK
[LCG.CNAF.it] [HTCONDOR-CE] [ce01-lhch-t2.cr.cnaf.infn.it] Ihch:

pownTivE | O
TCONDOR-CE] [ce02-htc.cr.cnaf.infn.it] Ihch:

OK

TCONDOR-CE] [ce03-htc.cr.c6af.infn.it] lhch:

OK
TCONDOR-CE] [ce04-htc.cr.cnaf.infn.it] Ihch:

OK

TCONDOR-CE] [ce05-htc.cr. cnaf.infn. it] lhch:
oW R

e R
Once migrated to HTC23,

. OK OK OK DOWNTIME
all ETF tests start to fail
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ETF tests return to work

m HTCondor 23 stops to support GSI proxy authentication in favor to SSL
m LHCb ETF tests only available with proxy via GSI — HTC23-based CEs fail all tests
m LHCb now provides ETF tests also with tokens (thanks to Alexander Rogovskiy)

Once added the support for token authentication,
ETF tests return to work also for HTC23-based CEs

HTC23 migration exploited for the
decommission of ce07, ce[01-06]
are the “only” available =

oK

OK

OK

OK

OK

OK

OK

Lucio Anderlini Istituto Nazionale di Fisica Nucleare — Sezione di Firenze June 2024 CdG Tier 1 — 21 June 2024




I (ecport LHCh R

Other known problems

[GGUS:164032]

m Problem with getting a macaroon token from resource path with role=user (users with
read-only permissions)

m Everything works with role=production(users with write permissions), but this
happens by accident (Jira:STOR-1602)

m By design, StoRM allows to get a token only from the /oauth/tokenendpoint

[GGUS:165048]

m Token-based FTS transfers do not work at CNAF — no token-based transfers performed
during DC24

m WebDAV does not support full path scopes that are the ones used by LHCb

m Open discussion in the WLCG Doma AuthZ WP: common-jwt-profile#45

m Alternative solution proposed by Christophe Haen (discussion link)
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https://ggus.eu/index.php?mode=ticket_info&ticket_id=164032
https://issues.infn.it/jira/browse/STOR-1602
https://ggus.eu/index.php?mode=ticket_info&ticket_id=165048
https://github.com/WLCG-AuthZ-WG/common-jwt-profile/pull/45
https://github.com/WLCG-AuthZ-WG/common-jwt-profile/issues/22#issuecomment-1805407998

