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Recap U-Net for pixel classification o

— Signal/Noise classification on the pixels basis
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Training U-Net with Cygno images

Get truth

* From runs 12163, 12166,
12168,12175




Loss

Results learning curves
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Pixel classification Results on test set

Optimal

Mean Precision vs Recall Curves by Ener
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Put it on reconstruction
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Cluster detection preliminary results (Lower energies on test set)
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U-net makes reconstruction
see events that would not be
detected.
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Cluster detection preliminary results (Lower energies on test set)
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U-net shows an improvement.
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Time (s)

Cluster detection preliminary results (Lower energies)
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Case 2 spends more time as
expected

When only U-Net is used as
preprocessing, the processing
time is reduced by half.




Next steps

Hyperparameter tuning U-Net

Reconstructed energy Analysis

Test it using real data




