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Outline
● An intense cutting edge 

activity on plasma 
acceleration at LNF and MI

Frascati`s future facility​
● > 130 M€ invest funding​
● Beam-driven plasma accelerator - 

PWFA​
● Europe`s most compact and most 

southern FEL​
● The world`s most compact RF 

accelerator X band with CERN 
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Plasma acceleration

H2

Gas injection holes

Capillary

Electrode

E0=
me cωp
e

≃96√n0(cm−3)→E0≈10
GV
m
@n0=10

16 cm−3

The field driver:
● Particle bunch (PWFA)

● Laser pulse (LWFA) 

The witness can be:
● Self injected

● Externally injected  

From conventional Cavity ~ meter to capillary ~ cm
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Computer simulations: why?

● Plasma acceleration 
experiments try to 
investigate 
multidimensional problems 
(plasma is an active media)

● Phenomenology: try to 
capture the essential features 
by reducing the degrees of 
freedom of the theory

● Computers simulations: 
provide numerical experiments
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The Maxwell-Vlasov model of plasma

● The kinetic description of a collisionless 
plasma is based on the Vlasov-Maxwell 
system of equations, which 
characterizes the various species s of 
particles in the plasma through their 
respective distribution functions.  The 
distribution fs(t,x,p) satisfies Vlasov’s 
equation.

● The force follows from the existence, in 
the plasma, of collective (macroscopic) 
electromagnetic field that fulfills 
Maxwell equations. 
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The problem we want to solve
The Particle-In-Cell method owes its 
name to the discretization of the 
particles distribution function as a sum 
of quasi-particles:

start
here!

- it is possible to simulate highly non-
linear systems

- temperature effects poorly described
- noisy 
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(L)PWFA simulations

● Represent the 
gas/plasma/beam by a set of 
macro-particles

● Solve the equations of motion 
for each macro-particle

● Self-consistently solve the 
Maxwell equations on a 
discrete space-time

● Reduced option: hybrid/fluid codes

Hybrid code = Beam Particles / Laser (3D) + 
Fluid Plasma Electron Background

Micrometric bunch in a tiny bubble  small →
variations large instability

witness
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Computational costs 

3D PIC
● Large requirements in 

memory and computational 
power: typically several hours 
on hundreds of CPU/ GPUs

Hybrid/fluid codes
● Faster several hours on a 

limited number of CPU/GPU 
(assume some kind of 
symmetry, fluid models, ...)
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Software setup

Particle trackers (CPU)  

Plasma PIC/Hybrid (CPU , GPU) 

Artificial Intelligence

(a network within INFN-A) 

 

Plasma PICs running in IBM PowerAC922 nodes 
at LNF and MI

3D PIC:

- ~1000h-CPU mm of plasma

- ~100h-GPU mm of plasma

We went for a dedicated hardware for 
development and TDR related R&Ds! 

Several different codes to be tested and wrapped 

             

- GIOTTO (INFN-MI) 
solves complex multi-
objective problems 
(correlated parameters, 
space-charge like) & 
statistical analysis 
(machine jitters studies) 
- Bayesian Optimization 
 on the plasma side
Optimas → Optimization at scale, powered 
by libEnsamble https://github.com/optimas-org/optimas
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Beam driven: EuPRAXIA case

● TDR under completion
● FEL requires high quality beams
● Simulations must take into 

account all the relevant jitters
● Hundreds of runs on tens of cm 

plasma channels 
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Laser driven: EuAPS case

● EuPRAXIA Advanced Photon 
Source (EuAPS) (PNRR project)

● Simulations goal: optimize 
source photons yield around 
few keV

● PICs codes coupled with (in 
kind developed) codes for 
calculating radiation

El 
= 

90
0 

mJ

El 
= 

12
00 
mJ

Cortesy of A.R. Rossi

parameter space scan: plasma 
density (He), dopant density (N2) and 
laser energy scanned, resulting in 
114 runs, each 8 to 10 hours long 
and up to 1.2 TB data each.
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